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Abstract—Graph-based scene model has been receiving increasing attention as a flexible and descriptive scene model for visual robot self-localization. In a typical self-localization application, objects, object features, and object relationship in an environment map are described respectively by nodes, node features, and edges in a scene graph, which are then matched against a query scene graph by a graph matching engine. However, its overhead for computation, storage, and communication, is proportional to the number and feature dimensionality of graph nodes, and can be significant in large-scale applications. In this study, we observe that graph-convolutional neural network (GCN) has a potential to become an efficient tool to train and predict with a graph matching engine. However, it is non-trivial to translate a given visual feature to a proper graph feature that contributes to good self-localization performance. To address this issue, we introduce a new knowledge transfer (KT) framework, which introduces an arbitrary self-localization model as a teacher to train the student, GCN-based self-localization system. Our KT framework enables lightweight storage/communication by using compact teacher’s output signals as training data. Results on RobotCar datasets show that the proposed method outperforms existing comparing methods as well as the teacher self-localization system.

I. INTRODUCTION

Graph-based scene model has been receiving increasing attention as a flexible and descriptive scene model for visual robot self-localization. In a typical self-localization application, objects, object features, and object relationship in an environment map are described respectively by nodes, node features, and edges in a scene graph, which are then matched against a query scene graph by a graph matching engine. Such a scene graph model is sufficiently general and applicable to various types of scene data. For example, in [1], an input scene is segmented into semantic segments which serve as graph nodes and are connected with their neighbors via graph edges. An alternative representative example is to model a view-sequence as a scene graph whose nodes are image frames and edges connect successive image frames [2]. In our experiments, we also focus on such a view-sequence-based scene graph representation (Fig. 1).

This paper is concerned with the scalability of a graph-based representation to large-scale applications, such as long-term map-learning [3]. Firstly, the storage cost for a scene graph is proportional to the number and dimensionality of graph nodes (i.e., #graphs, #nodes per graph, dimensionality of node feature), and grows rapidly with the environment size. Moreover, the computational cost for the graph matching engine is proportional to the graph size and often requires approximations such as dimension-reduction to reach reasonable computation speed. Therefore, a new framework is desired for improving efficiency without sacrificing accuracy of a scene graph-based self-localization system.

In this study, we observe that graph-convolutional neural network (GCN) [4] has a potential to become an efficient tool to train and predict with a graph matching engine. GCN is recently developed, one of most widely used graph neural networks. In GCN, a graph-convolutional operation is introduced to produce graph features, which are then passed to a graph-summarizing operation to produce higher-order graph features. GCN has been successfully applied to various kinds of graph data applications, including chemical reactivity [5] and web-scale recommender systems [6]. GCN training and prediction process is computationally efficient, whose complexity is in the order of $O(m+n)$ where $m$ and $n$ are #edges and #nodes.

From the perspective of visual robot self-localization, a non-trivial issue is how a robot can translate a given visual feature to a proper graph feature that contributes to good self-localization performance. This is a non-trivial issue because
typical visual features are originally designed for visual self-localization task and can often be deteriorated when they are directly used as graph features. We tackle this issue by introducing a novel knowledge transfer (KT) framework, which introduces an arbitrary self-localization model as a teacher to train the student, GCN-based self-localization system. Our KT strategy is inspired by the standard KT framework of knowledge distillation [7]. Our feature learning strategy is derived from the field of multi-media information retrieval (MMIR) [8].

Our contributions in this paper are summarized as follows. (1) We first study the use of GCN for augmenting self-localization performance, while suppressing computation, storage and communication cost. (2) We formulate the versatile framework for feature learning by introducing a novel teacher-to-student knowledge transfer model. (3) Results on RobotCar datasets show that the proposed method clearly outperforms the existing comparison methods as well as the teacher self-localization system.

II. RELATED WORK

Visual robot self-localization is one of most important issues in mobile robotics and has been studied in many different contexts, including multi-hypothesis pose tracking [9], map matching [10], image retrieval [11], view-sequence matching [3], etc. Our self-localization scenario is most closely related to the view-sequence matching scenario, which takes a short-term live view-sequence as query and searches for corresponding part in the map view-sequence.

Unlike many existing works, the proposed approach formulates self-localization as a classification problem, which (1) Partitions the robot workspace into place classes, (2) Trains a visual place classifier from a class-specific training set, and (3) Predicts the place class for a given query image with the pre-trained classifier. In this line of researches, it is straightforward to train a deep convolutional neural network (DCN), as a visual place classifier, as demonstrated in our previous study [12]. More recently, in [13], DCN has been successfully used for visual place classification in an alternative context of 3D point cloud-based self-localization with the scan-context image representation. However, the current study is different from these existing studies in the following two aspects. (1) We focus on the problem of graph-based view-sequence representation, which can deal with interactions between image frames. (2) We further address knowledge transfer from a teacher self-localization model to the student GCN-based self-localization system.

Graph neural network (GNN) has attracted recent interest in pattern recognition community as a flexible and efficient model for pattern recognition and machine learning. GCN is a most widely used GNN, which generalizes the traditional convolution to data of graph structures. In previous studies, GCN has been successful in applications where traditional DCN are very inefficient or not applicable [5], [6], [14]. On the other hand, in this study, we revisit the traditional important application of visual robot self-localization and aim to augment and outperform existing solutions.

III. APPROACH

A. System Overview

We formulate self-localization as a classification problem [12], which consists of three distinct stages: (1) Place partitioning that aims to partition the robot workspace into a collection of place classes; (2) Mapping (i.e., training) that takes a visual experience with ground-truth viewpoint information [12] collected in the workspace as training data and trains a visual place classifier; (3) Self-localization (i.e., testing) that takes a query graph representing a short-term live view-sequence with length \( T \), and predicts the place class.

We suppose that the original training data is no longer available at the test stage, but only the trained classifier is available, to save the overall long-term storage cost.

We do not rely on any post-verification stage, such as RANSAC post-verification [15], in order to reduce the overall computational burden. Nevertheless, experimental results will show that the proposed framework is surprisingly robust against outliers in measurements.

We use a standard grid-based place partitioning method to define place classes [12]. First, a 2D regular grid is imposed on the robot workspace (i.e., moving plane). Then, each grid cell is viewed as a place class. It should be noted that the place partitioning could be improved by introducing state-of-the-art place partitioning techniques, as we also demonstrated in our recent study [16].

B. Graph Matching Engine

Figure 2 depicts the pipeline of the graph matching engine. It consists of three modules:

1) A scene graph descriptor that translates an input length \( T \) view-sequence to a scene graph.

2) A knowledge transfer module that transfers knowledge from a teacher self-localization model to the student GCN-based self-localization system.

3) A supervised learning module that takes length \( T \) view-sequences as training samples, and trains a classifier that predicts the place class given a query sample.

These three modules are detailed in the subsequent subsections III-C, III-D, and III-E.

We follow the supervised learning procedure to train the scene graph classifier. In the mapping stage, a collection of overlapping sub-sequences with the same length \( T \) is sampled from the visual experience and divided into place-class-specific training sets according to the available viewpoint information as well as the pre-defined place partitioning.

We emphasize that all the training set can be thrown away once after training the GCN classifier. Since our framework uses overlapping sub-sequences as training data, the total data size as well as the number of graph nodes can be significantly larger than the original training view-sequence. Nevertheless, the training data has no impact on the storage overhead after compressing the training data into a GCN classifier.
C. Scene Graph Descriptor

We build the domain invariance by controlling the length and intervals of map/query (i.e., training/testing) view-sequences (Fig. 3). Firstly, the same length $T$ is assumed for all training/testing view-sequences, to build invariance across different domains. Moreover, these $T$ frames are selected so that travel distances between successive frames are approximately equal to a pre-set value, $2[m]$, to build invariance against the vehicle’s ego-motion speed. We will experimentally show that the above strategy contributes to good self-localization performance. It should be noted that the GCN theory is not restricted to such homogeneous graphs (with the same size and shape), and extending this approach to deal with heterogeneous graphs is a future direction of research.

We build a collection of $K$ different image feature extractors $F_1, \ldots, F_K$, by combining several image processing techniques, such as NetVLAD [17], Canny operation [18], depth regression [19], and semantic segmentation [20], as shown in Section III-D. Then, each graph node $n = (t,k,f_k[t])$ represents an attribute feature vector $f_k[t]$ extracted by $k$-th extractor from $t$-th image frame. On the other hand, two types of graph edges, time edge and attribute edge, are employed in our approach (Fig. 3). A time edge $e = (t,t+1,k)$ connects two graph nodes with successive time indexes $t,t+1$ with the same attribute index $k$. An attribute edge $e = (t,k_1,k_2)$ connects two graph nodes with different attribute indexes $k_1,k_2$ with the same time index $t$.

D. Knowledge Transfer

We now discuss how a robot can translate input view-images to graph features that are required by GCN training/testing.

A naive and intuitive way is to use visual features that are originally designed for visual self-localization tasks, directly as graph node features. Designing visual features has been a dominant topic in recent self-localization literature [17], [21], [22]. Many works have proposed compact yet discriminative visual features. Recent examples include autoencoder-based
method [21], GAN-based method [22], CNN-based method [17]. In particular, NetVLAD [17] is recently developed and one of the most widely used visual features in computer vision and robotics, which is used in our experiments as a comparing method.

A concern is that typical visual features are not optimized for graph convolutions. In theory, their good performance in the original applications does not guarantee their good performance in GCN-based self-localization. In fact, results in our experiments will show that the self-localization performance is deteriorated when they are directly used as graph node features in a GCN-based self-localization.

To address this, we propose to use class-specific probability distribution vector (PDV) output by the teacher self-localization model as the training data. This strategy is similar in concept with the standard KT approach of knowledge distillation [7]. It should be noted that the PDV representation ensures the versatile applicability to a broad range of teacher and image-to-feature translators.

Fig. 4. Images and feature vectors generated by individual image filters.

We consider and investigate the following four types of mapping functions $M_1(\cdot)$, $M_2(\cdot)$, $M_3(\cdot)$, and $M_4(\cdot)$. $M_1$ is an identity mapping that can be used only when $Z = Z_1$ (Fig. 4 “NetVLAD vector”). $M_2$ is a class-specific distance value vector, in which each $c$-th place class for the vector is assigned with the L2 norm from the query feature to its nearest neighbor feature in the class (Fig. 4 “match distance”). $M_3$ uses a ranking function, in which each $c$-th place class for a given PDV is assigned with a rank value by sorting the elements in a PDV in ascending order of the probability scores, and then the vector of rank values is used as the node feature vector (Fig. 4 “rank”). This ranking based representation is inspired by the recent findings in the field of MMIR [8], in which rank values are used for information fusion across different domains (e.g., individual users’ domains of MMIR). $M_4$ is different from $M_3$ only in that inverse-rank values are used in place of the rank values (Fig. 4 “inverse rank”). This strategy can be viewed as an application of inverse rank fusion methods [28] to our graph feature fusion task.

**E. Self-localization**

The training stage of the self-localization system basically follows the standard training procedure for GCN in [4].

A Graph is represented as $G = (V, E)$ where $V$ is the set of nodes, and $E$ is the set of edges. Let $v_i \in V$ denote a node and $e_{ij} = (v_i, v_j) \in E$ denote edge pointing from $v_j$ to $v_i$. We define all graphs as undirected graph, i.e., a special case of directed graphs where there is a pair of edges with inverse directions if two nodes are connected. The neighborhood of a node $v$ is defined as $N(v) = \{ u \in V | (u, v) \in E \}$. Each node $v$ has a feature vector $h \in R^D$. The representation of a node $v$ is generated by aggregating its own features $h_v$ and features $h_u$ $(u \in N(v))$ of neighboring nodes $N(v)$ that are connected to $v$ via edges, in the following steps. First, each node receives features from the neighbors
The number of GCN layers is 2. The feature dimensionality of GCN layers are set as C, 256, 256 and C for a size C class set. For the node summarization, SUM and ReLU operations are used. The number of epochs, batch size, and learning rate are set as 5, 32, and 0.001. The GCN operation works in CPU using Intel(R) Xeon(R) GOLC 6130 CPU @ 2.10GHz. The self-localization performance is measured by top-1 accuracy. The timing result for training was 170 [sec] for 5 epochs and 31,835 training samples. The time cost for prediction is 15.5 [msec] per query graph. It can be said that the proposed method is computationally very efficient and realtime capable.

Table IV shows results for the proposed method with different choices of image filters. From top to bottom, each line corresponds to the image filters $Z_1$, $Z_2$, $Z_3$, and $Z_4$. By comparing the different combinations of image filters, the combination of $Z_1$ and $Z_4$ yielded the best performance. It can be seen that the proposed method outperforms the comparing method for almost all settings considered here.
As an ablation study, we performed two experiments. In the first case, we modified the scene graphs by removing all the edges, then train and test the GCN. In the second case, we modified the graph topology by removing one of the two types of edges, either time or attribute edge. Table III shows results for the ablation study. It is apparent that graph with both time and attribute edges work significantly better for almost all cases. Specifically, the use of time edges often contributed to improve the robustness against partial occlusions against illumination changes between training and test domains. In consequence, the proposed GCN framework was successfully shown to solve the variety of problems by integrating the available cues from different image filters, as well as time and spatial graphs.

V. CONCLUSIONS

In this paper, we first explore the use of GCN for augmenting visual robot self-localization systems, and improve the self-localization performance without sacrificing efficiency in computation, storage and communication. A novel versatile KT framework is introduced for transferring knowledge from a teacher self-localization model to integrate the available cues from different image filters as well as time and spatial contextual information. Results on RobotCar datasets show that the proposed method clearly outperforms the existing comparing methods as well as the teacher self-localization system. In the scope of this paper, we worked with view-sequence -based scene graph representation, but other scene graph representations may be used such as attribute grammar sequence -based scene graph representation, but other scene system. In the scope of this paper, we worked with view-contextual information. Results on RobotCar datasets show cues from different image filters as well as time and spatial graphs.
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