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Abstract 

 

Composite materials, composed of multiple constituent materials with dissimilar 

properties, are actively adopted in a wide range of industrial sectors due to their remarkable 

strength-to-weight and stiffness-to-weight ratio. Nevertheless, the failure mechanism of 

composite materials is highly complicated due to their sophisticated microstructure, making it 

much harder to predict their residual material lives in real life applications. A promising 

solution for this safety issue is structural damage detection. In the present paper, damage 

detection of composite material via electrical resistance-based technique and infrared 

thermography is reviewed. The operating principles of the two damage detection 

methodologies are introduced, and some research advances of each techniques are covered. 

The development of IR thermography-based NDT including optical thermography, laser 

thermography and eddy current thermography will be reported, as well as the electrical 

impedance tomography (EIT) which is a technology increasingly drawing attentions in the field 

of electrical resistance-based damage detection. A brief comparison of the two methodologies 

based on each of their strengths and limitations is carried out, and a recent research update 

regarding the coupling of the two techniques for improved damage detection in composite 

materials will be discussed. 

  



1. Introduction 

 

A composite material is a combination of multiple constituent materials, that have quite 

dissimilar chemical and physical properties, in a particular microstructure to create an 

improved property unlike the individual components. It is different to chemical mixtures and 

solid solutions in that the constituent materials remain distinct within the overall structure and 

this micro-architecture takes an important role in the finished material properties. Although 

there exist various multiphysical and multifunctional applications of composite materials such 

as thermoelectric composites, sensors, and actuators, the composite materials are preferred in 

a wide range of industries mainly because of their outstanding mechanical properties; strength-

to-weight and stiffness-to-weight ratio [1-3]. Their excellent mechanical properties extensively 

increased the demand of composite materials in various industries, such as buildings, 

automotive, and aerospace structures, rapidly replacing the use conventional materials. 

Especially for weight-sensitive industries, such as aircrafts, vehicles, and satellites, last decade 

has seen a dramatic increase in the use of fiber reinforced composites such as glass fiber 

reinforced plastic (GFRP) and carbon fiber reinforced plastic (CFRP) as they possess superior 

specific strengths and stiffness than conventional metal and alloys. 

However, the microstructural complexity of composite materials not only resulted in 

their unique mechanical properties, but also made it difficult to predict their failure mechanism 

and residual material life. The heterogeneous and complex architecture inside composite 

materials led the overall structure to fail in a more complicated and diverse way, accompanying 

various possible failure phenomena, such as fiber rupture, fiber sliding, delamination, and 

interfacial debonding [4-6]. The failure modes of composite materials can be significantly 

different depending on the reinforcement architecture and type of external load applied, making 

it significantly challenging to theoretically predict its fracture properties. Especially for 

mechanical components under fatigue loads, which is a common industrial application of 

composite materials, the theoretical prediction of fatigue properties of composite materials 

remains as a daunting challenge when one thinks about the number and diversity of parameters 

that may affect the governing failure mechanism [7, 8]. Therefore, the application of composite 

materials in safety-critical structures, such as aircrafts and buildings, normally involve an 

undesired “overdesign” of the components in order to ensure a high safety factor against the 

failure of composites which we cannot predict [9, 10]. Overdesigning a structural component 



not only increases the cost of material production and component construction, but it also 

makes it ineffective in exploiting the lightweight potential of composite materials, which is big 

advantage of using such materials. 

Structural damage detection refers to a process of analyzing both internal and external 

damage of a structural component to diagnose the current state of material health. Non-

destructive damage detection systems have been recently highlighted as a promising solution 

for the above-mentioned issues of composite materials [11-13]. In order to avoid overdesigning 

and ensure reliability at the same time, the formation of damages in the composite materials 

must be periodically monitored by the above-mentioned system and the detection of critical 

damage must be notified by the operator, so that corrective measures can be taken to stop the 

defects from evolving to a failure level. The identification of damage can be carried out without 

harming the structure being tested by a wide variety of non-destructive testing (NDT) systems, 

including radiographic testing, visual inspection, ultrasonic testing, infrared (IR) thermography 

testing, acoustic emission testing electromagnetic testing [14, 15]. Each of the testing 

methodologies has its own pros and cons in terms of detecting the formation of damage in a 

composite material, which is why it may require a combination of methods to ensure a success 

of evaluation.  

Among the available non-destructive methods for structural damage detection of 

composite materials, this paper gives an overview of IR thermography and electrical resistance-

based damage inspection. The principles of the two NDT will be introduced, and some of the 

recent research highlights associated with each of the two techniques will be reviewed. The 

recent development of IR thermography-based NDT including optical thermography, laser 

thermography and eddy current thermography will be reported, as well as the electrical 

impedance tomography (EIT) which is a technology increasingly drawing attentions in the field 

of electrical resistance-based damage detection. At last, the two methodologies will be 

compared based on each of their strengths and limitations, and a recent research update 

regarding the coupling of the two methods for improved damage detection in composite 

materials will be covered. 

 

 

  



2. Infrared thermography-based damage detection 

The first use of infrared wave based thermographic techniques for damage detection 

traces back to late 1970s, when the invention of infrared camera made it possible to 

qualitatively monitor the temperature field over a wide inspection area [16, 17] . The incessant 

development of technology associated with IR camera system has resulted in a the most 

advanced IR thermography, which allows us to obtain a highly informative thermal map that 

has excellent spatial resolution, thermal sensitivity, and frame rate. Thermal imaging has 

therefore gained a tremendous attention in a vast spectrum of commercial and industrial sectors. 

Thermal camera capacitates firefighters to detect people inside the heavy smoke and also to 

locate the base of a fire. Building construction specialists check the thermal signatures to 

localize the heat leakage spot in defective thermal insulation, and adopt appropriate measures 

to improve the efficiency of overall air-conditioning and heating system [18].  

 

2.1) Theoretical principle of IR thermography 

Infrared thermography is a technology of acquiring and analyzing thermal 

information of a surface or object in a contactless manner [19]. The scanning of temperature 

is possible by the principle that a grey body emits electromagnetic radiation in infrared range, 

that has a wavelength between 0.7µm and 1mm [20]. By exploiting its characteristic that the 

IR radiation strongly depends on the temperature of the emitting body, it is possible to 

measure the surface temperature of an object [21]. In order to perform thermal imaging based 

on the emitted radiation, IR camera performs a course of process which includes optical 

focusing of radiation, filtering of IR spectral band, detection of IR ray, conversion of the 

energy into electrical voltage, and processing of signal [22]. (Figure 1.a) 

 

The intensity of radiation from a blackbody detected in the IR camera can be used to 

characterize the surface temperature by using the following relationship derived by Planck, 

 

𝐸ఒ௕ ൌ
𝐶ଵ

𝜆ହሺ𝑒஼మ/ఒ் െ 1ሻ
 

 

where 𝐸ఒ௕ is the intensity of black body radiation, 𝐶ଵ ൌ 2ℎ𝑐ଶ and 𝐶ଶ ൌ ℎ𝑐 𝑘஻⁄  are the 

first and second radiation constants, λ is the wavelength of the radiation, T is the absolute 



temperature of the black body [23]. The total hemispherical radiation intensity can be 

obtained by integrating the above equation over the entire spectrum (0 ൏ λ ൏ ∞), 

 

𝐸௕ ൌ 𝜎𝑇ସ 

 

where 𝜎 ൌ 5.670 ൈ 10଼𝐽 ∙ 𝑚ଶ ∙ 𝑠 ∙ 𝐾ସ is the Stefan-Boltzmann constant. Since the equations 

driven above are under the assumption that the radiation is emitted from a blackbody, the 

calculated intensity indicates the maximum intensity possible at a given temperature. Real 

objects, therefore, generally radiate only a portion of the ideal intensity E஛ୠ under the same 

temperature and at the same wavelength condition. The concept of spectral emissivity 

coefficient 𝜀஛ is adopted to account for this discrepancy, and the equation (1) can be 

rewritten for the intensity of real objects 𝐸ఒ by multiplying this coefficient. 

 

ε஛ ൌ
𝐸ఒ

𝐸ఒ௕
 

 

Therefore, it can be noted that the intensity of radiation detected by the thermal camera is not 

only a function of temperature, but also a function of emissivity coefficient which depends on 

the type of material, the type of surface treatment applied, and even the temperature for some 

materials. 

 

 Another important factor that has to be taken into account is the surrounding 

environment under which the measurement is made. Depending on environmental parameters 

like air temperature and relative humidity, a portion of radiated energy may be absorbed by 

the atmosphere between the object and the camera, reducing the accuracy of absolute value of 

the measured temperature [24]. Concurrently, uncontrolled energy from surrounding that is 

reflected on the surface of the studied material may add undesired error to the measurement. 

To mitigate these systematic errors, the camera must be calibrated whenever its operating 

condition is changed. The calibration function suggested by Martiny, M., et al. has a similar 

functional form with Planck’s law, and it relates the actual energy intensity to the surface 

temperature and to the emissivity coefficient through calibration coefficients A, B, and C  

[20, 25]. 



𝐸 ൌ 𝜀
𝐴

𝑒஻/் െ 𝐶
 

 

The value of the three calibration coefficients are empirically determined by the user through 

a blackbody experiment, and this calibration resulted in a reasonable approximation of 

temperature for a general measurement situation. 

 

Regarding the application of IR thermography for the detection of damage in 

materials, an important quantitative analysis that can be conducted with IR thermography is 

the experimental measurement of material stress based on thermoelastic stress analysis [26, 

27]. Thermoelastic effect is a thermomechanical theory that accounts for the reversible 

temperature change that occurs in a homogeneous isotropic material undergoing volume 

change due to external loading. This relationship between the stress state of a material and the 

temperature change is only applicable under linear elastic deformation and adiabatic 

condition. 

 

ΔT ൌ െ
𝛼

𝜌𝐶௣
𝑇଴Δ൫𝜎௫ ൅ 𝜎௬ ൅ 𝜎௭൯ 

 

T଴ Is the initial temperature, α is the coefficient of linear thermal expansion, ρ is the 

density, C୮ is the specific heat capacity of the material, and the term related to the stress is 

the change in the first stress invariant. The reversible temperature change of a homogeneous 

isotropic material during its linear elastic deformation can be detected with IR thermography, 

and the value of temperature change allows us to calculate the stress state of the material. To 

expand the applicability of thermoelastic theory, some researchers extended the equation of 

thermoelectricity to orthotropic materials by taking the anisotropic thermoelastic constant 

into consideration [28]. Regarding composite materials, the relationship above does not hold 

in macro-scale as the heterogeneous structure consists of multiple materials with different 

material properties. But the theory allows us to understand the reason for the linear 

temperature reduction that is often seen in the early stage of composite deformation [29, 30]. 

 

 While the elastic expansion of material is characterized by the reduction of 

temperature, irreversible formation of micro-damage in a material is generally represented by 



the local increase in temperature [29-32]. As it can be seen from the Figure 1.b, various 

thermo-mechanical phenomena during the instant of damage formation result in an abrupt 

increase of local temperature allowing us to locate the onset of internal damage. At the 

moment of internal damage formation, the elastic energy stored in the material is rapidly 

converted into different forms of energy such as kinetic energy, sound energy, and heat. 

Especially for continuous fiber reinforced composites, the irreversible onset of internal 

damage accompanies rapid structural transitions such as crack formation, reinforcement-

matrix debonding, and slippage of fiber, that brings about a local burst of frictional heat 

(Figure 1.b) [33]. At the same time, the stress relaxation near the micro damage also leads to 

a local increase in the temperature, as the removal of tensile thermoelastic effect makes the 

local field to recover its initial temperature. 

 

 

2.2) Application of the technique for composite materials 

 

Thermographic analysis can be applied in either active or passive mode: the former 

method employs an external source to add extra energy to the objective material whereas the 

latter monitors the temperature of an object without applying any external stimulus [30, 34]. 

For the active thermography, mechanical or thermal excitation source induce internal heat-

flow inside the material to be studied, and allows us to monitor thermal peculiarities in the 

areas of cracks, voids, or other defects. On the other hand, the passive thermography is more 

suitable for monitoring dynamic change of temperature in the material instigated by real-time 

formation of internal damage. It has been demonstrated in numerous researches that various 

physical phenomena associated with internal defect formation, e.g. fiber breakage, fiber-

matrix debonding, and delamination of plies in fiber reinforced composites, can be 

qualitatively observed with IR thermography [35-39]. 

 

2.2.1) Passive IR thermography 

In passive thermography of composite materials, a material subject to static loading 

is monitored with an IR camera so that the dynamic temperature variations driven by the 

failure-related physical phenomena inside the material can be captured [31, 37]. During the 

static deformation of composite materials, various thermo-mechanical coupling phenomena 

can arise in the material, such as the thermoelastic effect, initiation of micro damages, fiber 



breakage, fiber-matrix detachment, and delamination [4, 5]. Researches using passive IR 

thermography tried to capture aforementioned damage-related phenomena in various type of 

composite materials in diverse loading conditions [40]. Harizi, W., et al. tried to characterize 

the damage and thermomechanical behavior of GFRP with [0°/90°]S layers under static 

tensile loadings. Their thermal imaging analysis allowed qualitative evaluation of both the 

ply delamination and fiber-matrix debonding at high stress levels [37]. Libonati, F. and 

Vergani, L. used diagonally reinforced GFRP with ±45° layers of fiberglass to perform 

monotonic tensile test, and were successful in observing various thermo-mechanical 

behaviors throughout the deformation, which allowed them to divide entire deformation and 

failure process into three characteristic stages [26]. The first stage is characterized by a 

completely elastic behavior of the material, in which they observed a linear reduction in 

overall surface temperature that can be primarily explained by the thermoelastic effect. In the 

second and thirds stage, the temperature reduction deviated from the initial linearity due to 

irreversible micro-damage formation and propagation of crack, respectively (Figure 2.b). 

Detection of damage via IR thermography was also effective in carbon fiber reinforced 

polymers, which is one of the most commonly used lightweight structural composite material. 

Munoz, V., et al. used passive IR thermography to spot various damage mechanisms 

including matrix cracking, debonding, and fiber breakage during the uniaxial tensile test of 

[0]14 and [90]14 unidirectional CFRP (Figure 2.a) [38]. The passive IR thermography has 

shown its damage sensing capability in more complex geometry and loading condition in the 

research conducted by Zalameda, J. and W. Winfree [31]. They carried out a quasi-static 7-

point load test with a hat-stiffened woven graphite epoxy composite panel, a structure that is 

commonly used in aerospace industry. With passive IR thermography, they could detect 

instantaneous temperature rise near the formation of damage, as well as the heating at the 

interface of failure. They also evaluated the time gap between the two types of temperature 

jump in order to deduce the depth of the damage. 

 

2.2.2) Active IR thermography 

 While passive thermography is suited for monitoring of dynamic formation of defect, 

active thermography allows us to characterize the existing damages by applying various 

external stimulus to the inspected material in order to artificially induce temperature changes 

near the defects. One of the most common and conventional way of detecting internal 

damage is flash thermography, which typically applies a spatially uniform pulse of light with 



xenon or halogen lamp [41, 42] (Figure 3.a). The high-energy heat pulse generated by the 

lamp is directed at the surface of the composite, and the thermal wave penetrates the material 

in depth and travels back to the surface. During this process, the temporal changes of the 

temperature recorded by IR camera is post-processed to obtain a contrast image of what is 

inside the material. Guillaumat, L., in his study, adopted a halogen lamp to introduce thermal 

excitation to the target material that has an initial delamination, and obtained a thermal 

cartography of the internal delamination via infrared camera [39] (Figure 2.c). With similar 

method, Toscano, C., et al. successfully diagnosed both slag inclusions and the percentage of 

porosity in CFRP plate with various stacking sequences [43]. An important advance in flash 

thermography was made by Poelman, G., et al in their recent study, where they overcame the 

limitation of flash thermography regarding the inspectable defect depth [44]. They introduced 

the concept of pulsed phase thermography (PPT) in which the phase images at different 

thermal wave frequencies are obtained and processed in order to significantly extend the 

depth of inspection. 

 

 For the last decades, ultrasonic IR thermography (UIT), also known as acoustic 

thermography, has been widely recognized as another important type of active thermography 

in various industries [45-47]. In case of ultrasonic thermography, mechanical excitation is 

accomplished by attaching an ultrasonic transducer to the surface of inspected material and 

applying continuous, modulated, or pulsed sonic excitations. The mechanical energy travels 

in the sample and is converted to heat in vicinity of the internal discontinuities, allowing us 

the detect the change in temperature near the defects. The exact mechanism of how the 

vibrational energy is converted into heat near the damaged spots is still a topic of discussion, 

and it is shown in relevant papers that the heat is generated due to some thermo-mechanical 

phenomena, such as plastic damping, thermoplasticity, internal hysteresis loss, and friction 

between cracked edges [35, 36, 48-50]. In the work of Rantala, J., et al., amplitude-modulated 

ultrasonic IR thermography was used to examine various damages in CFRP composite, and 

the result clearly illustrated some material discontinuities including voids and cracks [51]. 

Yang, B., and Y. Huang attempted to examine a composite material that is used as an actual 

wing rib of an unmanned aerial vehicle, and successfully spotted some impact damages [52, 

53] (Figure 2.d). The strength of this methodology was that the end results of the inspection 

showed a high robustness against the position of the pulse injection point. Nevertheless, a 

main weakness of UIT is that, depending on the power of ultrasound applied, a new defect 



may be introduced in the microstructure of material.  

 

2.2.3) Advanced IR thermography 

Nowadays, the IR thermography has evolved in diverse ways and newer techniques 

such as eddy current thermography [54-56], laser thermography [57, 58], and lock-in 

thermography [59] are gaining popularity. Figure 3.b illustrates the overall setup of an Eddy 

current thermography system, including inductive coil of wire, IR camera, eddy current 

generator, and data processing unit. Eddy current thermography, also known as induction 

thermography, applies a burst of electromagnetic wave to the material surface by placing the 

coil of wire that is excited with an alternating current of high frequency, thereby introducing 

eddy current into the objective material. By adjusting the excitation frequency, the user can 

control the depth of current flow inside the material, thereby allowing the user to search for the 

internal damage at desired depth. This depth of inspection is calculated as follows: 

depth ൌ ඨ
2𝜌
𝜔𝜇

 

where 𝜌 is the resistivity of the studied material, and 𝜔 ൌ 2πf is the angular frequency of 

the eddy current, and 𝜇 is the permeability [60]. The current line induced in the material 

generally follow the shape of excitation coil in defect-free region, but the current line is 

distorted around the crack as it disturbs the flow of current in the component. The current 

density is higher at the crack tip and lower at the crack flanks. Due to the current field distortion 

at the damaged region, the joule heating effect associated with the eddy current flow causes 

different level of heat generation near the internal discontinuities. Although Eddy current 

thermography is only applicable to electroconductive materials, it is capable of detecting the 

defects in improved spatial resolution, frame rate, and temperature sensitivity compared to the 

conventional active thermographic methods [61, 62]. However, in case of fast inspection where 

we use the early thermal response, the detectable depth range of ferromagnetic materials is 

generally very small due to their high permeability, significantly limiting the internal damage 

detecting capability of Eddy current thermography. Wu, J., et al. recently proposed a DC-biased 

magnetization-based Eddy current thermography (DCMECT) in order to increase the 

penetration depth for the inspection of ferromagnetic materials [63]. To increase the thermal 

contrast between the intact and damaged region inside the material, DCMECT adjusts the 

permeability of material by exploiting the nonlinear magnetic permeability of ferromagnetic 



materials. 

Laser thermography is another promising thermographic method which is especially 

suitable for the damage sensing of joints, welds and thin films [64, 65] (Figure 3.c). In laser 

thermography, exposure to high energy laser stimulates heat flux in a defined area, and the 

temperature differences formed on the surface of the material due to the subsurface thermal 

barriers, i.e. defects, allows us to characterize the distribution of internal damage. Starting from 

a relatively small and selective region where the laser beam is applied, the heat conduction 

occurs in a symmetrical manner along the test surface if the exists no subsurface discontinuities. 

On the other hand, the internal defects cause disturbances in this flow symmetry and allow us 

to detect their presence by observing the temperature of heated surface. The advantage of using 

laser thermography is that the beam of laser allows the material to be heated in a very selective 

position and area, allowing us to have an in-depth analysis of a specific part. In addition to that, 

the beam of laser can cause a spherical flow of heat in the material to be tested, allowing the 

detection of internal defects in any orientation [64, 66]. The speed of inspection can be 

significantly improved by adopting laser line scanning thermography, in which a long laser line, 

instead of a laser spot, is applied to the material while still producing the defect images of 

similar qualities [67, 68]. Cerniglia, D. and N. Montinaro, in their recent study, highlighted the 

capability of laser thermography for the detection of near-surface defects in 3D printed metal 

component [69]. 

An important technique of choice regarding the reduction of statistical noise in the IR 

thermography is the lock-in method [70, 71]. The objective of the lock-in principle is to 

determine only the AC (alternating current) component of the detected signal, given the thermal 

excitation of the material is periodically pulsed or sinusoidally modulated in a certain frequency 

[72]. The periodic input energy wave can be provided with various excitation methods (i.e. 

ultrasound, eddy current, flash lamp) and it has to be modulated in a certain frequency called 

‘lock-in frequency’, the optimal value of which depends on various conditions of evaluation 

such as thermophysical properties of the target object and the depth of evaluation. The input 

energy wave applied to the object penetrates the surface and travels in the direction normal to 

the surface. When the periodic input energy wave reaches the discontinuities inside the object, 

the wave is partially reflected back to the surface, allowing us to capture the temperature 

abnormality via IR camera. As it can be seen from the Figure 4, the key concept of lock-in 

correlation procedure in IR thermography is to multiply the detected IR images 𝐹ሺ𝑡ሻ by a set 



of weighting coefficients 𝐾ሺ𝑡ሻ  having a form of symmetric harmonic function with the lock-

in frequency. By linear averaging of the processed signal 𝑆 over a certain integration time 

𝑡௜௡௧, 

𝑆 ൌ
1

𝑡௜௡௧
න 𝐹ሺ𝑡ሻ𝐾ሺ𝑡ሻ 𝑑𝑡

௧೔೙೟

଴
 

If 𝐾ሺ𝑡ሻ is a symmetric harmonic function and if the integration time is a multiple of the period, 

the averaged value of 𝐾ሺ𝑡ሻ is equal to zero, hence suppressing the effect of random noise of 

the detected signal 𝐹ሺ𝑡ሻ. In case of a digital lock-in correlation, the analog input signal 𝐹ሺ𝑡ሻ 

in the expression above is digitized into discrete numbers 𝐹௞, and the correlation procedure is 

performed numerically: 

𝑆 ൌ
1
𝑀

෍ 𝐹௞𝐾௞

ெ

௞ୀଵ

 

The correlation function 𝐾ሺ𝑡ሻ is also replaced by a set of numbers 𝐾௞ that follow a harmonic 

function, and their total sum must be zero in order to obtain an efficient suppression of random 

noise. 

 Since the amplitude and phase of the measured signal may be different in different 

pixels in the images, a lock-in correlation has to be performed with correlation functions with 

a phase difference, from which we can obtain both amplitude and phase image. Amplitude 

image is particularly effective in detecting a local heat source in an electrical component as the 

amplitude value is directly related to the locally dissipated power. On the other hand, the phase 

image is more applicable for the detection of internal defect as it depends heavily on the local 

IR emissivity. 

 

  



3. Electrical resistance-based damage detection 

 The unique mechanical and electrical properties of carbon-based nanomaterials, 

including carbon nanotubes (CNT), graphene, carbon black, offered a considerable potential to 

the field of material damage detection. When uniformly dispersed in the matrix of a composite 

material, the carbon-based nanomaterials act as an excellent passive reinforcement that allows 

us to tune not only the mechanical properties, but the electrical properties as well. Baughman, 

R.H., et al. first exploited the electromechanical potential of CNTs by designing a conducting 

polymer actuator based on sheets of single-walled CNTs [73]. Carbon based nanocomposites 

have therefore gained a tremendous attention in various research fields, including 

electromechanical actuators, strain sensors, mass sensors [74]. Some of the recent reports have 

utilized the uniformly dispersed carbonaceous nanomaterials in a composite material to 

monitor, in a non-invasive way, the internal damage under static and dynamic loading condition 

[14, 29, 75, 76]. 

3.1) Dispersion of carbonaceous nanofillers in polymer matrix 

Carbon nanomaterials can deliver superb multifunctional and mechanical properties to 

conventional composite materials when they are properly dispersed in the matrix [77-80]. Such 

benevolent influence of carbon nanomaterials is rooted from their own unique material 

properties and, thus, it is important to understand the material properties of the carbon 

nanomaterials. The mechanical and multiphysical properties of carbon-based nanomaterials 

including SWCNT, MWCNT, graphene, and fullerenes are summarized in Table 1. It can be 

seen clearly from the table that CNTs and graphene have advantages over graphite in their 

mechanical, electrical, and thermal properties due to its fundamental structure constructed with 

sp2 hybridized bonds. Due to their unique properties, carbon nanomaterials have excellent 

potential for many industrial and engineering applications such as conducting plastics, robot 

skins, thermal conductors, energy storage, structural materials, lightweight materials, air and 

water filtration [81-83]. Despite these great potentials for carbon nanomaterials when properly 

embedded in a material, the real-life applicability of this reinforcement is significantly confined 

due to the dispersion problem. In order to achieve the effect of reinforcement with the carbon 

nanomaterials, it is crucial to disperse the nano-scale particle uniformly and homogeneously in 

the liquid-state matrix material before the addition of hardener. However, the carbon 

nanomaterial is literally a nano-scale material that has strong tendency to aggregate, 

particularly due to hydrophobic attractions and van der Waals attractions between the particles 



[84-86]. Especially for CNTs having a high length-to-diameter ratio, the entanglement between 

the long fibers is another important factor that hinders the dispersion. 

In mechanical perspective, an well-dispersed CNT of 0.5 wt.% in a polyvinyl chloride 

(PVC) matrix has proven to provide greater ultimate strength and failure strain compared to 

the same material with poorly dispersed carbon nanotubes [87]. Yazdani, H. who conducted 

this research added that this is possibly because the stress transfer between the nanomaterial 

and the matrix is significantly reduced when the carbon nanotubes are agglomerated into 

bundles. Li, J., et al. experimented the effect of carbon nanotube dispersion on the electrical 

property of the CNT-epoxy nanocomposite, by producing different dispersion states by 

adopting four different dispersion methods [88]. Percolation threshold is a terminology that 

refers to the minimum concentration of the conductive reinforcement needed to form a 

percolating, interconnected network in the host matrix. From their experiment, it is found that 

the percolation threshold varies from 0.1wt% to <1wt% depending on the dispersion technique 

used, which resulted in different dispersion states. This result allows us to understand that, even 

with a low loading of carbon nanomaterials, a percolating electrical network can be formed 

inside the host polymer if the reinforcing particles are thoroughly dispersed. 

 In order to dope the host matrix of a composite material with carbon nanomaterials, 

powder-like nanomaterials must be added to the liquid-state matrix material before the addition 

of hardener. To uniformly disperse the nano-sized particles in the solution, various physical 

blending techniques have been adopted in existing researches regarding the carbon-based 

nanocomposites. One common approach is to use calendering technique, in which the mixture 

is repeatedly passed through number of pairs of rolls until it reaches high degree of nanotube 

dispersion [29, 75]. Chang, L., et al. applied different rolling speed to each of the rolls and 

allowed only a small gap between the rolls in order to induce significant shear forces, which 

effectively disentangled the agglomerates with limited breakage of nanotubes [89]. High power 

dispersion methods, including ultrasound and high-speed shearing, can also be convenient 

options. Tip sonicator is a typical equipment that is used to deliver vibrational energy to the 

mixture and induce homogeneous dispersion of CNTs [90]. Qian, D., et al. applied high energy 

sonication to prepare a uniformly dispersed polystyrene/MWCNT mixture that is later 

hardened into a nanocomposite film [91]. Sandler, J., et al., on the other hand, adopted high 

speed stirring in 2000rpm for 1 hour and showed that this straight forward blending technique 

is also an effective way to achieve a uniform dispersion of CNT in epoxy resin [92]. 



  To further stimulate the dispersion and even achieve stabilization of carbon 

nanomaterials, there have been research regarding chemical treatment of the nanomaterials [93-

95]. It has been a major challenge to overcome the propensity of nanomaterials to agglomerate 

when dispersed in liquid phase matrix materials or fluids such as water and acetone due to their 

hydrophobicity and van der Waals attraction. For this issue, researchers tried to provide slight 

modification to the surface of the nanomaterials by attaching functional entities in order to 

change the hydrophobic nature of nanomaterials to hydrophilic one, which is a process called 

chemical functionalization. In direct covalent functionalization of CNTs or graphene, some of 

the sp2 hybridized bonds are broken and changed into sp3 hybridized bonds by linking carboxyl 

(COOH), hydroxyl (OH), or amino functional group. The functionalization process is normally 

carried out by allowing the nanomaterials to react with some highly reactive molecules, such 

as fluorine. The chemical bonding between fluorine and a purified single-walled CNT is known 

to occur at the temperature of 325℃ [96]. Then, a mixture of high concentration of additional 

functionalization agents, such as sulphuric acid, nitric acid, or hydrochloric acid, is added to 

replace the weak C-F bonds by other functional groups such as amino, alkyl, or hydroxyl 

groups [97, 98]. There are numerous alternative functionalization methods other than the 

fluorination, including cycloaddition, carbene and nitrene addition, chlorination, bromination, 

and hydrogenation, and they have all shown their potential in recent studies [99-101]. 

 This chemical treatment of the nanomaterial improves both stability and dispersion of 

the nanofluid by inducing the electrostatic repulsion between the particles that diminishes the 

effect of van der Waals attraction, and making them hydrophilic in the base fluids. This 

repulsive effect helps the nanomaterials, especially carbon nanotubes, to become unbundled 

and deagglomerated. In a research conducted by Mitchell, C.A., et al., they prepared 

unfunctionalized single-walled carbon nanotube and 4-(10-hydroxydecyl)benzoate 

functionalized single-walled carbon nanotube and compared the quality of each groups’ 

dispersion in polystyrene [102]. The resultant nanocomposite showed a percolation threshold 

of 1 vol% for the functionalized carbon nanotube, while the percolation occurred at twice 

nanotube loading for the unfunctionalized case. Chemical functionalization of nanomaterials 

can also improve the mechanical properties of the resultant nanocomposites by producing a 

strong interfacial bond between the nano-reinforcement and the matrix [93]. The aromatic 

nature of the molecular structures of CNT and graphene makes them chemically stable, thereby 

making themselves to interact with the host matrix mainly through van def Waals interaction 

which is not strong enough to bring about an efficient load transfer between the two phases. In 



case of functionalized nanomaterials, the functional groups attached to the molecular surface 

allows the particle to produce strong interfacial bonds with the surrounding matrix, thereby 

better exploiting its excellent load bearing capacity as a reinforcement. 

 However, there still exist some inevitable adverse effects of chemical functionalization. 

Firstly, the breaking of planar sp2 hybrid structure for the addition of functional group leads to 

the formation of defects and results in a reduced electrical conductivity of the nanomaterial. In 

the work of Loh, K.P., et al, the electrical conductivity of a nonfunctionalized graphene was 

higher than that of the functionalized ones, as the functionalities on the surface disrupted the 

mobility of electrical carrier [103]. Regarding the mechanical properties, the unrivaled 

mechanical strength and failure strain of carbon nanomaterials is not fully exploited under the 

presence defects in its lattice structure. In addition, the highly reactive chemicals used for the 

functionalization may lead to the fragmentation of the nanomaterials into smaller pieces [93].  

 

3.2) Theoretical principle of electrical resistance-based damage detection 

 Once the dispersion and stabilization of carbon nanoparticles in the liquid state matrix 

is achieved through the above introduced physical and chemical procedures, the solidification 

of this mixture must be followed. The time required for this curing process to be complete 

depends on various factors including the type of resin used, the type of hardener used, the 

resin/hardener mass ratio, and the temperature at which the solidification takes place [104, 105]. 

In most cases, it is preferable to speed up the solidification process as the dispersion state of 

the nanomaterials in the mixture gradually deteriorates in its liquid phase due to the propensity 

of nanoparticles to re-agglomerate and even be deposited. Choosing an appropriate 

combination and mass ratio of resin/hardener is, therefore, an important stage that requires 

careful consideration as the solidification time depends tremendously on them. Another 

commonly adopted strategy to speed up the solidification process is to elevate the curing 

temperature, as the crystallization reaction of resin and hardener is accelerated by applying 

external heat. Once the curing of the mixture is complete with a high degree of nanoparticle 

dispersion, the electrically conductive network is established in the composite material. 

The electrical resistance measurement of the conductive nanocomposite is carried out 

by introducing two electrodes on the sample with sufficient distance between them (Figure 7.a). 

The electrical conduction in the percolating network occurs in two different modes, i.e., the 



intrinsic electrical conduction of nanoparticles and the contact of different nanotubes [106]. 

Regarding the first mode, for instance, the electrical conductivity of a common multiwall CNT 

is in the order of 106-107S/m, meaning that the carbonaceous nanoparticle itself is an excellent 

medium of electrical conduction [107]. The electrical conduction between two separate 

particles is more complicated as the quantum tunneling effect at a contact point may vary with 

numerous factors including nanoparticle diameters, tunneling gap at contact points, the matrix 

material that separates the nanoparticles [106]. Recent studies indicated that this contact 

resistance is the dominant factor that determines the overall electrical resistance of the 

percolative network [108]. The percolative network of carbonaceous nanomaterials in the 

composite material allows the user to monitor the formation of internal damage as the overall 

resistance of this network depends tremendously on such factor. As the sizes of nanoparticles 

are extremely small compared to the size of microscale cracks, the onset of damages or 

microcracks in the matrix breaks some of the conducting pathways in the percolating network, 

which leads to an increase in electrical resistance of the overall material (Figure 5). By 

monitoring the electrical resistance of the target material and comparing the value to the initial 

reference value, the user can readily detect the formation of material damage, and this in-situ 

nature of electrical resistance-based technology makes it a promising candidate for structural 

health monitoring in various industries and research fields. 

The electrical noise is one of the important issues that has to be taken care of during 

and after the electrical measurement. There can be multiple sources in the system that causes 

this measurement noise, e.g., unstable electrodes, the reliability of the signal acquisition device, 

and the high sensitivity of the target material [109]. The systematic noise associated with the 

unstable connection of electrodes usually occurs when the electrode is built on the surface of 

the target material by attaching the electrical cable with the aid of various conductive adhesives 

such as silver pastes and aluminum tapes. This surface-mounted electrode generally shows 

poor robustness because the cable is not firmly fixed in its position while even a slightest 

movement of the cable may significantly change the measured voltage. The stability of 

electrical connection can be significantly improved by embedding the electrode inside the 

material, by submerging the conductive wire or thread into the liquid-phase material before the 

solidification stage [110, 111]. However, if excessive volume of conductive wire is introduced 

inside the material, the volume occupied by the wire can provide adverse effect on the 

mechanical stability of the material as it technically is an internal discontinuity. 



 The suppression of random noise in the acquired signal is also an important procedure 

as there exists multiple sources of random noise, including the signal generation device and 

signal processing device. In the electrical resistance measurement for the detection of damage, 

a careful selection of electrical current value can be an effective strategy to increase the signal-

to-noise ratio. Based on the measuring conditions such as the conductivity of the fabricated 

sample, the maximum voltage of the power supply, and the voltage measurements on different 

electrodes, Baltopoulos, A., et al. chose to apply only a small amount of input current for the 

electrical measurement, and this this successfully increased the signal-to-noise ratio over 50dB 

for the voltage measurement [112, 113]. Another common way to deal with the high frequency 

random noise in the signal is to adopt low pass or band pass filter. Park, K., et al. adopted 

Savitzky-Golay finite impulse response filter to suppress the high frequency random noise 

components in their measured signal, so that they can focus better on the electrical signal 

associated with the structural damage [29].  

Regarding the amount of conductive nanoparticle required to make the host material 

electrically conductive, the composite undergoes an insulator-to-conductor transition when the 

conductive nanoparticle content is gradually increased (Figure 6). At the percolation threshold, 

which refers to the minimum amount of conductive nanoparticle required to form a conducting 

network, the electrical conductivity of the nanocomposite sharply increases in several orders 

of magnitude. In case of conventional carbonaceous nanocomposites such as carbon black, 

exfoliated graphite, and chopped carbon fibers which are usually in micrometer-scale size, the 

percolation threshold is as high as 10-50 wt.% [114-116]. This excessive doping of filler can 

significantly degrade the mechanical properties of the end product, while increasing the 

manufacturing cost at the same time. Carbonaceous nanomaterials, including CNTs and 

graphene, gained a considerable interest as a promising solution for the aforementioned issues 

regarding the percolation threshold. Their unique properties, i.e. small size, high aspect ratio, 

and high electrical conductivity, made it possible to form a conductive percolation network 

inside a matrix at a dramatically lower filler content, often as low as 0.5 wt.% for CNTs. 

 Regarding the percolation threshold value of different carbonaceous fillers, there is no 

precisely defined values reported for each type of fillers as the establishment of conducting 

network depends not only on the amount of conductive fillers added, but also on various other 

factors including dispersion state, chemical treatment applied to the fillers, and the processing 

techniques adopted to produce the nanocomposites. In case of CNT/epoxy nanocomposites, the 



percolation threshold values have been reported to vary from 0.002 to over 7 wt.% depending 

on the nature of CNTs (single-walled or multi-walled), the alignment of nanotubes, and the 

type of fabrication process used to produce the nanocomposite [88, 117-119] (Figure 6.b). 

Bauhofer, W. and J.Z. Kovacs compared the relative importance of various factors that affect 

the percolation threshold of CNT in their research, and concluded that the dispersion state of 

CNT was the most critical one over other factors such as type of CNT and production method 

of CNTs [120]. In their study, a well-dispersed CNT resulted in 50 times higher conductivities 

compared to the entangled CNT.  

  

3.2) Application of the technique on composite materials 

3.2.1) CNT-doped nanocomposites 

 Researches using CNT network-based damage detection tried to validate the 

applicability of the methodology in various loading conditions. Park, K., et al. attempted to 

detect the onset of micro-defects in a CNT-doped GFRP specimen with stacking sequence of 

[0°/45°/90°/-45°]2S under static tensile test [29]. As it can be seen from the figure 10.b, 

negligible change in electrical resistance was seen during the early linear elastic deformation 

mode. As the applied load becomes greater and starts to induce irreversible micro-damages in 

the material, the electrical resistance curve obviously starts to rise as the onset of damages 

interrupt the conductive percolation network. Thostenson, E.T. and T.-W. Chou applied the 

same technique on a GFRP under cyclic loading, and compared the strain-time graph with the 

electrical resistance graph to characterize the accumulation of internal damage [75]. They also 

performed non-linearity analysis on the electrical signal to determine whether the increase in 

electrical resistance indicate the re-opening of existing crack or a formation of a new crack 

(Figure 7.b). 

 The damage detecting efficiency of fiber reinforced composites with uniformly and 

non-uniformly dispersed CNTs has been compared in the study conducted by Gao, L., et al 

[121]. Calendaring technique was adopted to obtain a highly uniform dispersion of nanotubes 

in the resin matrix, while a non-uniform dispersion of nanotubes was achieved by using a 

nanotube that contains fiber sizing agent. They experimentally confirmed that the a highly 

uniform network yields in much higher sensitivity in terms of micro damage detection. Gao, 

L., et al also used electrically conductive network to detect the internal damage accumulation 



under impact loading [76] (Figure 7.c). The electrical resistance of the CNT-doped epoxy/plain 

woven glass fiber composite increased with repeated impact loading, allowing the user to 

monitor the structural health in real time. 

 

3.2.2) Graphene-doped nanocomposites 

 The manufacturing of graphene-based nanocomposites not only requires that graphene 

sheets be homogeneously distributed and incorporated into the host matrices graphene sheets, 

but that the nano-scale graphene sheets also be produced on a sufficient scale. While the 

production of thin graphene sheets can be started from graphite, which is an inexpensive 

carbonaceous material available in large quantity, the exfoliation process of separating the 

combined layers into individual graphene sheets has been a tough nut to crack. Stankovich, S., 

et al. presented a general approach for the preparation of graphene-polymer composite via 

ultrasonic exfoliation of graphite, and molecular-level dispersion and stabilization of individual 

graphene sheets within the polymer matrix by chemical means [122]. In this research, a 

polystyrene-graphene nanocomposite was formed with their fabrication process and it 

exhibited an electrical conductivity of ~0.1 S mିଵ at a percolation threshold of 0.1 vol.%. In 

a research conducted by Zha, J.-W., et al, a piezoresistive strain and damage sensor was 

developed by dispersing 1.31 vol.% of amino-functionalized graphene nanoplates in an epoxy 

matrix [123]. 

 The internal damage detection of composites via graphene is generally carried out by 

introducing a thin film of graphene-doped layer into the non-conducting composite materials. 

One common way to introduce this thin film sensor to the composite material is to coat the 

surface of reinforcing fibers with the graphene. Balaji, R. and M. Sasikumar measured the 

accumulation of both strain and damage in a glass fiber reinforced polymer composite by 

embedding a single strand of fiberglass coated with reduced graphene oxide [124]. In a 

subsequent research where all of the reinforcing fiberglass are coated with graphene through 

electrophoretic deposition (EPD) process, it was shown that highly sensitive detection of both 

strain and damage was possible [125]. In addition, the author highlighted that, when deposited 

on the surface of glass fibers, graphene coated fibers outperformed the CNT coated fibers by 

showing higher sensitivity to strain and internal damage. The reason for this difference is that 

the graphene has a plate-like structure that can be readily adhered to the surface of glass fiber 



and form a full coverage of surface, while CNTs are one dimensional material that can only 

touch each other by point-to-point contact. Alternatively, a graphene doped thin film interlayers 

can be built between the plies of common composite laminate structure. In the work of Groo, 

L., et al., they embedded laser induced graphene layer into fiberglass-reinforced composite and 

aramid fiber-reinforced composite by transfer printing the surface of the prepregs with 

graphene before being laid up into a ply stack [126, 127]. By this method, they could develop 

multiple piezoresistive interlayers between the plies, which showed both strain and damage 

sensing capability in three-point bending tests and uniaxial tensile tests. 

   

3.2.3) Other conductive fillers 

 The insulator-conductor binary mixture can be formed with other carbonaceous 

nanoparticle fillers as well. Carbon black, having a form of paracrystalline carbon that has high 

surface-area-to-volume ratio, is a carbonaceous material that is mainly used as a reinforcing 

filler in tires and other rubber products to improve their tensile strength and wear resistance 

[128, 129]. In the research fields regarding the damage detection for composite materials, 

numerous studies used carbon black as a conductive filler to establish conductive network in a 

composite material, due to its graphite-type crystalline structure that provides an excellent 

electrical conductivity. Vadlamani, V.K., et al. generated a conductive network in epoxy resin 

with 10 wt.% of carbon black, and determined the electrical resistance changes associated with 

the deformation, damage initiation, and the growth of damage [130]. The applicability of 

carbon black as a conductive filler was extended in a research by Tallman, T.N., et al., where 

they adopted electrical impedance tomography to accurately determine the locations of 

multiple through hole defects in carbon black-doped fiberglass/epoxy laminates [131]. Here, 

electrical resistance tomography, which will be discussed further in the next chapter, refers to 

an electrical resistance-based technique in which the electrical resistance is evaluated at 

multiple locations to estimate the location and size of damage formation. Yazdani, H., et al. 

evaluated the damage detecting capability of the carbon black network in a polyvinylchloride 

matrix under cyclic loading condition [132]. Five different cyclic loading conditions were 

designed by diversifying the strain magnitude, loading rate, and prestraining conditions, and 

demonstrated the damage detecting capability of carbon black based multifunctional composite. 

Despite all the prospective research results associated with the carbon black as a conductive 

filler, it is generally less preferred than CNT and graphene due to their high percolation 



threshold, as excessive doping of filler may deteriorate the mechanical property of the host 

material.  

 Carbon nanofiber, having a cylindrical nanostructure that has graphene layers arranged 

as stacked cones or plates, is also a feasible option as a multifunctional additive filler. Although 

this material has a diameter that is several orders greater than that of CNTs, the high length-to-

diameter ratio which is a common feature that they share makes both of them a promising filler 

particle for continuous conducting network. Wang, Y., et al. performed both static and cyclic 

tensile test on a carbon nanofiber embedded GFRP with a nanofiber content of 0.86 wt.%, and 

demonstrated the in-situ strain and damage monitoring capability of this material [133]. 

Another research in similar context has confirmed that the carbon nanofibers-doped basalt fiber 

reinforced polymer laminates also have a great sensitivity in monitoring of the onset of internal 

damages under static and cyclic tensile tests [134]. Employment of carbon nanofibers showed 

its damage sensing capability even under impact test, where the filler is added to a glass fiber 

reinforced polymer laminates [135]. 

 

3.3) Electrical impedance tomography (EIT) 

 The researches discussed above have shown that the electrical resistance of the carbon-

based nanocomposites increases with the formation of internal damage. However, practical 

structural health monitoring is interested in not only sensing that damage has occurred, but also 

in knowing the location of damage. In the early researches aimed at locating the damage, 

researchers instrumented a composite plate with multiple electrodes to partition the plate [136, 

137]. Then, they examined the change in resistance of each partition in order to identify where 

the onset of defect has occurred. Although this approach has shown the ability to locate damage 

in carbon-based nanocomposites, too many electrodes were required to precisely characterize 

the location of damage. 

Electrical impedance tomography (EIT) is a more sophisticated electrical resistivity-

based imaging technique that potentially allows the user to monitor the damage map of a multi-

dimensional material in real-time [138, 139]. Electrodes are built onto the material to be imaged 

usually along its periphery. A pair of electrodes are initially selected as an entrance and exit for 

electrical current, while voltages are measured between the remaining electrode pairs (Figure 

8). Then the current is injected and extracted between the next electrode pair, and the voltage 



is again evaluated between other electrode pairs. This process of data collection is repeated 

until all electrode pairs are injected with electric current and the voltage data set of every 

possible case of measurement is obtained.  

 

To reconstruct the internal resistivity (or conductivity) using the EIT method, a forward 

problem and an inverse problem need to be solved. First, the forward problem estimates voltage 

on the domain from three given values: conductivity field of the material domain, the number 

of electrodes, and the current put in. The existence and uniqueness of the voltage solution have 

been proved for several forward models including the widely used complete electrode model  

[140]. Second, the inverse problem reconstructs the internal resistivity distribution from the 

voltage measurement and current stimulation data on the boundary electrodes. Likewise, the 

distribution of conductivity in the domain is uniquely determined when an infinite number of 

electrodes covers the entire boundary and current stimulates whole electrode pairs in sequence  

[141]. However, in practice, the number of the electrodes is finite, thus the resistivity in the 

body is approximated by a finite element method [142].  

 

 

Mathematical formulation of EIT 

 

This part describes a mathematical formulation of the forward problem and the inverse 

problem of the EIT. From the Maxwell equation, the equation (3.1) can be acquired as 

 

 ∇ ∙ ሺγሺx, ωሻ∇uሺx, ωሻሻ ൌ 0 (3.1) 

 

where γ is an admittance field and u is a potential field on a given domain. The parameter ω is 

an angular frequency of injected current and x is a position on the domain. The admittance γ is 

the reciprocal of impedance. The real part of the admittance is the conductivity σ and the 

imaginary part is a permittivity ε. In the field of SHM, researchers usually focus on the 

reconstruction of resistivity by injecting direct current. For resistivity, the equation (3.1) is 

reduced to the equation (3.2). 

 

 ∇ ∙ ሺσ∇uሻ ൌ 0 (3.2) 

 



It is notable that the equation (3.2) is analogous to a time-invariant diffusion equation.  

 

In practice, a current is injected through a finite number of electrodes. Therefore, a 

mathematical model is required to describe the electrical properties of the electrodes and the 

material. Among assortments of models, the complete electrode model (CEM) is widely 

employed to solve the forward problem. The CEM gives boundary conditions (3.3) – (3.5) to 

the equation (3.2). 

 

Electrode Voltage 𝑢 ൅ 𝑧௟𝜎
𝜕𝑢
𝜕𝑛

ൌ 𝑉௟ 𝑜𝑛 𝑒௟, 𝑙 ൌ 1,2,3, … , 𝐿, (3.3)

Electrode Current න 𝜎
௘೗

𝜕𝑢
𝜕𝑛

𝑑𝑆 ൌ 𝐼௟ 𝑜𝑛 𝑒௟, 𝑙 ൌ 1,2,3, … , 𝐿, (3.4)

Non- Electrode 

Boundary 
𝜎

𝜕𝑢
𝜕𝑛

ൌ  0 𝑜𝑛 𝑡ℎ𝑒 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒𝑠 (3.5)

 

Here, z୪ is a contact impedance of each electrode, and 
డ௨

డ௡
 is a directional derivate of the 

voltage u along with the outward unit vector n. V୪ and I୪ respectively denote the voltage and 

the current on the lth electrode of which surface is 𝑒௟. By applying the CEM to the equation 

(3.2), a solution is unique up to the addition of constant. To resolve this redundancy, two 

additional constraints (3.6) and (3.7) are applied [140]: 

 

 ෍ 𝐼௟ ൌ 0

௅

௟

 (3.6) 

 ෍ 𝑉௟ ൌ 0

௅

௟

 (3.7) 

 

Then, the non-linear mapping F, the so-called forward model, correlates the voltage u and the 

conductivity σ as below 

 

 u ൌ Fሺσሻ ൅ 𝜖 (3.8) 

   

where ε is a zero-mean noise vector. 



 

The inverse problem in EIT estimates the conductivity distribution based on the 

voltage measurement on the boundary and current stimulation. In other words, the inverse 

problem is finding the conductivity map in the domain minimizing the difference between 

experimentally measured voltage data and calculated potential from the forward model. In the 

form of an equation, the inverse problem written as 

 

 σ ൌ min
ఙ

ሺ‖𝑉௠ െ 𝐹ሺ𝜎ሻ‖ଶሻ (3.9) 

   

where V୫ is the measured voltage and ‖ ∙ ‖ is an appropriately defined norm, usually L2-

norm. 

 

The inverse problem solving the equation (3.9), quantitatively estimating the value of 

conductivity, is called abstract imaging. However, pragmatically, conductivity change is 

usually more crucial information than the absolute value. A small perturbation on the 

conductivity brings about a minute change of voltage on the electrodes, and this 

correspondence can be described by Taylor expansion: 

 

 δV ൌ
𝜕𝐹
𝜕𝜎

ฬ
஢ୀ஢బ

∙ δσ ൌ 𝐽 ∙ δσ (3.10)

 

J is Jacobian matrix, δV ൌ V୫ െ Fሺσ଴ሻ, and δσ ൌ σ െ σ଴. Thus, the inverse problem for the 

sufficiently small change of conductivity is expressed as below. 

 

 δσ ൌ argmin
ఋఙ

ሺ‖𝛿𝑉 െ 𝐽𝛿𝜎‖ଶሻ (3.11)

 

A qualitative estimation of the conductivity change by solving the equation (3.11) is known as 

difference imaging. The difference imaging is advantageous in an immediate detection of the 

electrical property change in the domain instead of handling an iterative procedure to solve the 

non-linear inverse problem. 

 



The least square (LS) method (3.12), minimizing projected error-norm onto the 

solution space, is improper to this problem because of ill-posed characteristic of Hessian matrix 

𝐽்𝐽.  

 

 δσ ≅ ሺ𝐽்𝐽ሻିଵ𝐽 ∙ δV  (3.12)

 

Due to the singular nature of the Hessian, the inverse problem needs to add a regularization 

term. The regularization method can be selected arbitrarily and judiciously by the researchers 

[143]. However, there are several typical ways in choosing the regularization term: researchers 

can adopt the commonly used ways such as Tikhonov [144], NOSER [145], and Laplace [146]. 

For instance, Tikhonov regularization is one of the most widespread methods that yield the 

approximate solution as the equation (3.13) 

 

 δσ ≅ ሺ𝐽୘𝐽 ൅ 𝛼ଶ𝐿்𝐿ሻିଵ𝐽்𝛿𝑉 (3.13)

 

where L is a regularizing operator. For weighted least square methods with the weight matrix 

W, the equation (3.13) is modified to  

 

 δσ ൌ ሺ𝐽்𝑊𝐽 ൅ 𝛼ଶ𝐿்𝐿ሻିଵ𝐽்𝑊𝛿𝑉 (3.14)

 

For the given error model ε in the equation (3.8), it is known that the weighted LS is the best 

linear unbiased estimator minimizing the total variance of the conductivity change when W ൌ

Cୣ
ିଵ, where C௘ is a covariance matrix of the zero-mean noise ε [147]. The following equation 

is the inverse problem in EIT considering both regularization and error effects.  

 

 δσ ൌ ሺ𝐽୘𝐶௘
ିଵ𝐽 ൅ 𝛼ଶ𝐿்𝐿ሻିଵ𝐽்𝐶௘

ିଵ𝛿𝑉 (3.15)

 

As shown above, the inverse problem is a kind of optimization problem, thus 

researchers have tried to apply optimization algorithms such as genetic algorithm [148], 

particle swarm algorithm [149], and differential evolution [150, 151] to solve the problem. 

Furthermore, recently, ML algorithm has been adopted as an effective tool to find the 

conductivity solution [152-154]. 

 



 

Application of EIT to Structural Health Monitoring 

 

Following researches adopted electrical impedance tomography (EIT) methods to 

detect a failure of composite materials such as cementitious or structural materials, carbon-

based composites, and 3D-printed structures.  

 

(1) Detection of damage on cementitious or structural materials 

Hou, T.-C. and J.P. Lynch applied EIT to measure conductivity drop due to crack 

formations under tensile loading and three-point bending loading [155]. The author conducted 

the tensile loading and bending tests, by attaching 32 copper electrodes on the sides of the 

cementitious structure, and identified that this approach is suitable for damage characterization. 

Hallaji, M. and M. Pour-Ghaz conducted a four-point bending experiment with a silver-painted 

concrete and successfully localized rupture of the material using a difference imaging method 

[156]. In their following research, Hallaji, M., A. Seppänen, and M. Pour-Ghaz reconstructed 

the conductivity map of a copper-painted concrete beam utilizing an abstract imaging method, 

thus quantified the localized conductivity drop caused by the cracks on the material under four-

point bending [157]. Rashetnia, R., et al. improved the accuracy of EIT in detecting a cracking 

pattern of a large reinforced concrete beam by installing internal electrodes [158]. 

 

(2) Detection of damage on carbon-based composites 

Tallman, T.N., et al. adopted EIT for damage detection in carbon nanofiber filled epoxy 

nanocomposite, by building 16 electrodes along the periphery of the material (Figure 9.b) [159]. 

The author artificially induced a macro-scale damage in the material by drilling a hole, and 

successfully obtained a two-dimensional damage map that illustrated the correct location of the 

damage. The author, in his next research, extended the applicability of EIT on self-sensing 

material by introducing different type of damage [131]. An impact damage was applied and 

multiple holes were drilled on GFRP with carbon black filler, and electrical impedance 

tomography demonstrated its capability to visualize such damages in the material (Figure 9.c). 

Lestari, W., et al detect spontaneous defects caused by quasi-static tensile test on unidirectional 

glass fibered-reinforced polymer composites (GFRP) and plain-woven carbon fiber reinforced 

polymer composites (CFRP) by utilizing ERT [160]. The author installed 16 electrodes on the 

boundary of the materials and qualitatively reconstructed the conductivity in the domain using 



a maximum a posteriori method. 

Hou, T.-C., K.J. Loh, and J.P. Lynch imaged structural defects in the carbon thin film, 

fabricated via the layer-by-layer technique, based on the two-dimensional EIT method. The 

author also observed the film’s response to the various pH circumstances using the electrical 

modality [161]. In the following research by Loh, K.J., et al, a CNT-polyelectrolyte sensing 

skin was fabricated via the layer-by-layer technique and attached to a metallic substrate [162]. 

Application of EIT on this sensing skin made it possible to monitor not only the strain, but also 

the onset of damage in the substrate material. 

As the 3D printing technique develops, recently, researchers adopted EIT to 

reconstruct the conductivity of 3D-printed carbon composites. Ghaednia, H., et al. 

manufactured a 3D-printed specimen of the joint replacement using CF/PMMA and observed 

failure of the joint model under compressive loading using EIT [163, 164] 

 

(3) Prediction of material failure 

The study by ZHAO, Y., S. GSCHOSSMANN, and M. SCHAGERL compared the 

stress field of inkjet-printed CNT thin films obtained from two different methods: DIC and EIT. 

The study reveals that the EIT’s potential in estimating crack severity and plastic zone near the 

crack tips is promising [165]. Hassan, H. and T.N. Tallman estimated displacement field of 

CNT/Epoxy specimen from a reconstructed conductivity map and a given analytical 

piezoresistivity model correlating strain and conductivity of the material [166]. The author 

acquired the stress field from constitutive equations with known Young’s modulus and Poisson 

ratio. Then, the author predicted the failure of the specimen based on a simple criterion 

comparing the first principal stress near the hole and failing stress. 

 

4. Coupled health monitoring system 

 

4.1) Strengths and weaknesses of the two techniques 

Each of the IR thermograph and electrical resistance measurement has its own 

strengths and limitations as a material health monitoring technique. The greatest advantage of 



using IR thermography over other NDT techniques is its ability to inspect a relatively large 

area within a short time and clearly illustrate the location of damage formation in a thermal 

image [167, 168]. Thanks to the development of IR camera, real-time imaging of a material 

surface over a few m2 became possible these days, and this technological leap broadened the 

applicability of IR thermography-based damage inspection in various industries. Another 

strength of this technique its adaptability regarding the type of target material. If an optimal 

excitation technique is adopted and appropriate ‘black painting’ procedure is taken, 

thermography is capable of inspecting a wide range of materials. Due the wide span of target 

material, IR thermography is the only possible inspection tool for some materials (e.g. some 

ceramic surfaces that are hardly examined by other inspection tools). However, proper 

inspection of internal damage is not possible with IR thermography if the studied material has 

a considerable thickness. In case of a damage formation that occurs deep inside a thick material, 

the heat induced near the damage formation is diffused in all direction and in a large volume 

of material. Since IR thermography can only characterize the near-surface temperature change, 

the heat generation that occurs deep inside the material is hardly detected by the thermal camera. 

Electrical resistance measurement technique can effectively compensate for the limitation 

of the IR thermography in that it can detect the onset and accumulation of internal defect no 

matter how thick the studied material is. Since the CNT percolation network is established in 

all parts of the inspected material, the internal damage formation, regardless of its location, can 

be sensed by monitoring the increase in the electrical resistance of the material. Studies have 

also shown that this methodology is particularly effective for characterizing the moment of 

damage initiation in a material, which can also be considered as the moment when the plastic 

deformation mode begins [169, 170]. As it can be seen in Figure 10.b, the abrupt increase in 

electrical resistance seen at the border of deformation stage I and II can be considered as the 

moment of onset of damage in the material, which is hardly spotted from the stress-strain curve. 

However, a limitation of electrical resistance measurement method is that it is only applicable 

to non-conducting materials that has percolation network of conductive fillers, such as CNT 

doped nanocomposites, carbon black dope composites, and carbon fiber reinforced composites. 

In addition, a simple electrical resistance measurement does not provide the information about 

the spatial distribution of the damage, so that characterizing the location of a damage is not 

feasible.  

 



4.2) Coupled health monitoring system 

In the research conducted by Park, K. et al. in 2020, a coupled health monitoring 

system in which IR thermography and electrical resistance measurements are simultaneously 

adopted for monitoring the damage state of a composite material [29]. This coupled system is 

employed in order to compensate the limitations of each technique by the other technique so 

that a precise evaluation of both the onset and the spatial distribution of damage in composite 

material can be possible. They performed a uniaxial tensile test of a CNT-doped GFRP, during 

which the sample is scanned with an IR camera and the electrical resistance of the sample is 

monitored (Figure 10.a). With the thermal video they obtained with IR camera, the locations 

of internal damage formation were effectively characterized. Also, the electrical resistance 

measurement allowed them to detect the formation of damage inside the material.  

The result of this static test under coupled health monitoring can be seen in Figure 10.b. 

Based on three curves recorded during the deformation and the failure process of the sample, 

they could divide the entire deformation timeline into 3 stages; I) linear elasticity of the material, 

II) onset of the microdamages, and III) macro-scale crack propagation. Based on the three 

stages defined on the grid, they could also define a characteristic stress value named Damage 

stress (σୈ), the stress value at which the transition from stage I to stage II occurs. Since the 

first and second stage indicate elastic deformation and formation of damage, respectively, the 

damage stress can be interpreted as the stress value at which the very first damage is nucleated 

in the material’s microstructure. Previous researches have depicted that the damage stresses of 

various composite materials display good agreement with the fatigue strengths of the material 

[26, 171, 172]. Therefore, the simultaneous application of IR thermography and electrical 

resistance measurement has shown a potential for the detection of internal damage and rapid 

estimation of the fatigue strength of composite materials doped with conductive fillers. 

  



5. Conclusion 

In this review, we presented the application of electrical resistance measurement and 

IR thermography as a structural damage detection technique for composite materials. The 

operating principles of the two techniques were introduced and some recent research highlights 

on each of the two NDT methodologies were reviewed. Furthermore, recent advancement in 

the field of active IR thermography, including optical thermography, laser thermography and 

eddy current thermography are reported. Regarding the electrical resistance measurement, 

some recent research results associated with the application of electrical impedance 

tomography (EIT) for the detection of damage in composite materials are reviewed. At last, the 

two NDT methods were compared against each other based on their strengths and limitations, 

and a recent research result regarding the coupling of the two methods for improved damage 

detection and rapid estimation of fatigue property is discussed. 
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Figure 1. Operating principle of infrared thermography.  

(a) Schematic diagram of infrared camera. 

(b) A typical thermographic image of a composite specimen under uniaxial tensile test [29]  

  



 

 

 

 

 

 

 

Figure 2. Research results associated with IR thermography as a damage detection 
technique 

(a) Detection of internal damage formation in CFRP via passive IR thermography; [90°]14 
and [0°]14. [38] 

(b) A typical average temperature change of a GFRP specimen under uniaxial tensile test 
captured by passive IR thermography. [26] 

(c) Delamination in GFRP captured via active IR thermography with thermal stimulus. [39] 

(d) Defect in CFRP, from real wing frame of an aerial vehicle, is detected via ultrasonic IR 
thermography [53] 

 

  



 

 

 

 

 

 

 

 

 

Figure 3. Modern active IR thermography techniques 

(a) Application of flash thermography for internal damage inspection. [173] 

(b) Schematic diagram of operating principle of eddy current thermography. 

(c) Laser thermography. [174] 

 

  



 

 

 

 

 

Figure 4. Principle of lock-in IR-thermography [71] 

  



 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Schematic diagram of electrical resistance measurement for detection of 
damage in materials. [29] 

 

  



 

 

 

 

 

 

 

 

Figure 6. Electrical conductivity of carbon-based nanoparticle-doped composites varied 
with the particle content  

(a) Electrical conductivity of the biobased thermoplastic polyurethane/unmodified 
graphene nanocomposite (■) and biobased thermoplastic polyurethane/graphene 
modified with ionic liquid (●) as a function of the graphene content. [175] 

(b) Electrical conductivity of CNT-doped epoxy nanocomposite as a function of the CNT 
content. [176] 

 

 

 

  



 

 

 

 

 

 

 

 

Figure 7. Application of electrical resistance measurement method for the sensing of 
damage in composite materials.  

(a) A CNT-dope GFRP specimen for uniaxial tensile test. The two electrodes built at each 
end of the specimen is for the electrical resistance measurement. [29] 

(b) Electrical resistance trend during the cyclic loading of a specimen. Non-linearity 
analysis is conducted in order to determine whether the increase in resistance is due to 
re-opening of an existing crack or formation of a new crack. [75] 

(c) A coupled study of electrical resistance change and accumulated acoustic emission (AE) 
counts during repeated impact loadings. [76] 

 

  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Examples of drive patterns for collection of data. [177] 

 

 

  



 

 

 

 

 

 

 

 

 

 

Figure 9. Application of electrical impedance tomography (EIT) for the inspection of 
defect in carbonaceous filler-doped materials 

(a) Reconstructed image of structural damage in cementitious material under monotonic 
tensile loading. [155] 

(b) Reconstructed image of damage detection. The black circle indicates the size and 
location of actual hole drilled into the material. [159] 

(c) Reconstructed image of damage detection. The red circle indicates the location of 
impact loading applied to the material. [131] 

  



 

 

 

 

 

 

 

 

 

 

 

Figure 10. Simultaneous application of electrical resistance measurement and IR camera 
on damage detection [29] 

(a) Uniaxial tensile test of a CNT-doped GFRP specimen under electrical resistance 
measurement and IR thermography.  

(b) Result of the tensile test. Black curve indicates the stress-strain curve. Red curve 
indicates the average temperature change. Blue curve indicates the change in electrical 
resistance of the sample. The yellow dot indicates the ‘Damage stress’. 

 

  



 

 

 

 

 

 

 

 

Table 1. mechanical and multiphysical properties of carbon-based nanomaterials 

[178-184] 

 

  



 

 

 

 

 

 

 

Table 2. Strengths and weaknesses of IR thermography and electrical resistance 
measurement as a damage detection technique. 
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