Abstract

Activation functions are critical components of neural networks, helping the model learn highly-intricate dependencies, trends, and patterns. Non-linear activation functions allow the model to behave as a functional approximator, learning complex decision boundaries and multi-dimensional patterns in the data. Activation functions can be combined with one another to learn better representations with the objective of improving gradient flow, performance metrics reducing training time and computational cost. Recent work on oscillatory activation functions[25][26] showcased their ability to perform competitively on image classification tasks using a compact architecture. Our work proposes the utilization of these oscillatory activation functions for predicting the volume-weighted average of Bitcoin on the G-Research Cryptocurrency Dataset. We utilize a popular LSTM architecture for this task achieving competitive results when compared to popular activation functions formally used.

1 Introduction

Deep neural networks have achieved state-of-the-art results across variety of tasks such as classification[1], regression[8], generative modeling[7] and meta learning tasks[6]. A critical part of these networks are activation functions which introduce non-linearity between the layers[2]. The choice of activation functions[27] used has an important effect on the model’s ability to generalize. The combination of activation functions is also an important hyper-parameter for a model. Given their non-linear form, there is a trade-off between good performance and train time or computational cost[21]. Models which utilize oscillatory activation functions in the feature representation layers, such as Growing Cosine Unit[25] function or the Non-monotonic Cubic[26] function have achieved competitive performance while improving convergence speed.

In this work, the following hypothesis are covered as follows:

- Extend the utility of oscillatory activation functions for regression task over a domain specific open source dataset: G-Research Cryptocurrency dataset.
- Present and compare results using the above architecture with the previous benchmarks on cryptocurrency pricing.
2 Activation Functions

The nonlinear activation functions is an essential composition of any network. Despite the critical importance of the nature of these functions in determining the performance of neural networks, simple monotonic non-decreasing nonlinear activation functions are universally used. The newly proposed oscillatory nonlinear activation functions in deep neural networks is a family of functions that hold variety of properties pertaining to zero value approximation, differential and continuity behaviour, range and monotonicity. These functions are derived and inspired from dendritic action potentials in human layer 2/3 cortical neurons\[11\][26] and have the capability of solving XOR problem using a single neuron. In the past oscillatory [26][25] and non-monotonic activation functions have been largely ignored. Sigmoid and tanh[28] functions work for simple neural networks but cannot be used for deep neural networks due the vanishing gradient problem. The ReLU[4] activation function tackles the vanishing gradient problem but may take infinitely large values and cannot work for models with negative outputs. Popular functions such as swish[30] and mish[23] give better performance but at the cost of computational complexity and train time.

This paper presents experiments with 13 activation functions:

- **BIPOLAR**
  \[ f_1(x) = 1 - e^{-x}/1 + e^{-x} \]  

- **SILU**
  \[ f_2(x) = x/1 + e^{-x} \]  

- **SOFTPLUS**
  \[ f_3(x) = \ln (1 + e^x) \]  

- **LRELU**
  \[ f_4(x) = \begin{cases} 0.01x & x < 0 \\ x & x \geq 0 \end{cases} \]  

- **GELU**
  \[ f_5(x) = 0.5 \cdot x \left( 1 + \tanh \left( \sqrt{\frac{2}{\pi}} \cdot x + 0.044715 \cdot x^3 \right) \right) \]  

- **SWISH**
  \[ f_6(x) = x/1 + e^{-x} \]  

- **MISH**
  \[ f_7(x) = x \cdot \tanh (\ln (1 + e^x)) \]  

- **MONOTONIC CUBIC**
  \[ f_8(x) = x^3 + x \]
3 Properties to look for in an activation function

3.1 Vanishing Gradient problem

Training a neural network involves gradient descent that uses backward propagation. This step calculates derivatives to get the change in weights so as to reduce the loss after every epoch[31]. The gradients are calculated at every layer and in a deep neural network the gradients tend to vanish because of the depth of the network as the activation shifts the value to zero. This is called the vanishing gradient (saddle point) problem[14]. To support deep networks an activation must not have vanishing gradients[19].

3.2 Zero-Centered

Gradient descent depends heavily on slope of the loss function. It is important that gradients are not biased by the position of the graph in the three dimensional space. Hence, for gradients to be unbiased the output of the activation function must be symmetrical at zero so that the gradients do not shift to a particular direction.

3.3 Computational Expense

The activation functions need to be computationally inexpensive for the forward and backward propagation. They should enable seamless gradient flow, allowing networks to converge faster. Activation functions like sigmoid were used in early days, known to have higher computation time for training neural networks due to shape of the function, saturating and vanishing gradients across the range of inputs. This was countered by the use of ReLU activation and its variants. Swish and mish activations adjusted the shortfalls of ReLU at the cost of computation, however the recently proposed oscillatory activation functions [25][26] were tested to outperform these functions on time complexity and performance.

3.4 Differentiable

An activation function must be differentiable at all points (except certain discrete points) in space for their derivative calculation during the backward pass. Dead activations are not desirable as gradient
flow is essential for the optimizer to optimize the loss function, thereby reflecting on the model performance.

In prior work [25], certain Oscillatory activation functions are shown to possess the following advantages:

- Alleviate the vanishing gradient problem. These functions have non-zero derivatives throughout their domain except at isolated points.
- Improved performance for compact network architectures.
- Computationally cheaper than the state-of-the-art Swish and Mish activation functions [24].

### 4 Long Short-Term Memory

Recurrent neural networks are deep neural networks that loops over the sequence of data passing a single timestamp in one iteration. It consists of repeating modules that take a single data point from the sequence of data, process it in a deep neural network and stores output as well as sends it to the next module. The following modules use an activation function to combine the previous information with the new input and then the process is repeated for the complete sequence of data.

With such large and deep neural networks the problem of vanishing gradient occurs ie. the gradient calculated during backpropagation becomes smaller every iteration and after a point the gradient is insignificant and the model cannot learn any further. LSTM[13] solves this problem by using an identity function in recurrence that has a derivative of 1, which is not less than 1 to avoid vanishing gradient and not greater than 1 to avoid exploding gradients problem. In a LSTM or a Long short-term memory[33] unit a combination of activation functions is used to store the patterns from previous data and decide if an information will be carried forward or deleted. A default combination is of tanh activation function for the cell state and the sigmoid activation function for the node output.

Adding an activation layer to any model makes it more flexible to learn patterns. Experiments on oscillatory activation functions and monotonic, non-monotonic functions have been successful in Convolutional Neural Networks. Now the question is how will they perform in a LSTM/Stacked LSTM or RNN model.

### 5 Experimental Setup

Everyday over $ 40 billion worth of crypto-currencies, the most popular assets for speculation and investment, are traded and marketed all around the world. The market capitalization of cryptocurrencies is estimated to be 266 billion USD and projected to have a growth of 11.9 percent by 2024.
according to CAGR reports[17]. They are incredibly volatile and have fast-fluctuating prices making millionaires of a lucky few and resulting in immense losses to others. But is it possible to predict some of these movements even before they happen? Is the highly unstable crypto-exchange predictable?

The simultaneous activity of thousands of traders ensures that most signals will be transitory, persistent alpha will be exceptionally difficult to find, and the danger of overfitting will be considerable. In addition, since 2018, interest in the crypto-market has exploded, so the volatility and correlation structure in our data are likely to be highly non-stationary.

Since the model can easily overfit, the performance of each activation function can also be measured on a test dataset that will help us compare the activation functions. We have defined the G-Research Cryptocurrency dataset in training (1564924 records) and validation (195527 records) sets in observation period and test set (same size as validation set) in prediction period. All values are scaled using minimum-maximum scaler. The target variable we considered was volume weighted average price because opening and closing prices are highly correlated to this variable, and estimating this variable could possibly predict the bitcoin price. Early stopping, model checkpointing and time calculation, along with mean squared error loss function has been utilised in the trails.

5.1 Hyperparameters

The following hyper-parameters were experimented with:

- No. of nodes in LSTM layer: 32 units, 50 units
- For pooling we experimented with GlobalAveragePooling and MaxPooling
- Fully Connected Layer 1: Dense (N1): 1024, 512, 256 units/neurons
- Fully Connected Layer 2: Dense (N2): 512, 256, 128 units/neurons
- Optimizers compared were Adam and RMSprop
- Learning rates: 1e-3, 1e-4, 1e-5, batch size: 1024, 2048 and model(s) trained over 5, 10 number of epochs
- Various activation functions: oscillating and non-oscillating activation units

These parameters were explored extensively to deep dive into the distinctive functionalities which these oscillating activation functions bring for superior performance. We have only hyperparameterized commonly used activation functions in the non-oscillating category and compared them with the oscillating functions proposed in the previous work.

6 Previous Research in Crypto-currency prediction

Predictions in cryptocurrency prices predominantly have domestic and external factors. Some of the external influences are classified as follows:

- Market popularity for crypto trades: Market trend and Speculations.
- Financial factors: Equity, exchange rates, gold price, interest rate.
- Policies: Legalization, restrictions.

Some of the main factors like supply and demand, cost of transactions, compensation scheme, hash rate, circulation of coins and forks also hold major importance in pricing. Cryptocurrency investors and financial analysts seek proper investment decisions to acquire higher profits and for reviewing markets behavior around cryptocurrencies respectively[29].

Machine learning[18] and Deep learning algorithms have often been used to assess the factors affecting crypto-trades[15]. Architectures like Gated Recurrent (GRU)[5], Neural Networks (NN)[17] and Long-Term Memory (LSTM)/Hybrid LSTM framework units predicts several results pertaining to crypto-currencies, at times specific to some alt-coins lite coin and Montero. Some of the different cryptocurrency forecasts through machine learning techniques for Bitcoin prices, are reliable in nature, while others target the Buy and Hold strategies in the vast majority and counterbalance the effects of these schemes in the data pre-processing stage.
Various feature selection methods [35] have been previously tested for the best prediction attributes. Price trends prediction using the functionalities of Artificial Neural Networks (ANN), SVM and Ensemble algorithms has been investigated (after recurrent neural networks and the clustering process for kmeans). Bitcoin maximum, minimum and closing rates are also estimated by ANN and SVM. In addition, regression results have also been used as inputs to improve price forecasts.

<table>
<thead>
<tr>
<th>Task</th>
<th>Model</th>
<th>Metric</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linear Regression[20]</td>
<td>Accuracy</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>LDA[10]</td>
<td></td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>RNN[5]</td>
<td></td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>LSTM[13]</td>
<td></td>
<td>0.913</td>
</tr>
<tr>
<td>Bitcoin Exchange Rate Prediction</td>
<td>LSTM[13]</td>
<td>RMSE</td>
<td>354.5</td>
</tr>
<tr>
<td></td>
<td>ANFIS[16]</td>
<td></td>
<td>430.8</td>
</tr>
<tr>
<td></td>
<td>SVM[12]</td>
<td></td>
<td>546.9</td>
</tr>
<tr>
<td>Daily close price of Bitcoin Prediction</td>
<td>SVM[12]</td>
<td>MEA</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>ANN[22]</td>
<td></td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>RNN[32]</td>
<td></td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>KNN[34]</td>
<td></td>
<td>0.18</td>
</tr>
</tbody>
</table>

Table 2: Performance of various models on different pricing tasks for Bitcoin

7 Results

The experimental setup described above was demonstrated over a simple LSTM architecture to evaluate the prominent activation functions with the oscillating non-linear activations. Table 2 [15] shows previous benchmarks on the crypto pricing tasks. The best performance of the network was achieved by using 32 units LSTM layer along with global average pooling and N1 and N2 layers having 256 and 128 units/neurons respectively, with batch size of 1024 and learning rate of 1e-3 in adam optimizer trained over 10 epochs. It is clear from the results that Non-monotonic Cubic and Shifted Sinc have a comparable downward trend on validation loss and mean absolute percentage respectively with the frequently used LeakyReLU and GELU, suggesting a valid usecase at training time. Monotonic Cubic and Mish display similar train time behaviour as the graphs pivot at seventh epoch for both these activations. GCU, DSU and Shifted Quadratic showcase fluctuations, and could suggest saddle points or local minima issue, although computational hacks have been incorporated in the functions to handle these issues, further customization could be explored in these functions for better adaptability for task specific behaviour. However on lower learning rates, it was also observed that LeakyReLU and GCU had similar performance on this architecture. Non-monotonic cubic, DSU and Shifted Sinc also give a hint towards early convergence.

The loss and mean absolute percentage error of Activation Functions
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Overall, few activation functions such as Non-monotonic cubic and Shifted Sinc are suggesting superior train time performance over commonly used activation functions as per the results presented. Other oscillating functions like GCU, DSU, Monotonic cubic, and Shifted Quadratic are giving comparable performances, realising their use case along with other non-linear monotonic activation functions. The final network size for best performing network also suggests possibility of superior performance of oscillating activation functions with less number of neurons, which also remains to be explored in other commonly used backbones.

Performance of various activation functions are visualized and presented here for comparing the oscillating activation functions with other prominently used non-linear activation. These comparisons intend to demonstrate task specific use-cases for these new functions, especially over sequential data points, similar to the time series crypto-currency pricing data used in this study. Enhanced architectures like GRU, Auto-encoders, Transformers etc. are yet to be explored with these new activations for investigating their performance gains.
Figure 9: GCU

Figure 10: DSU

Figure 11: Shifted Quadratic

Figure 12: Non Monotonic Cubic
8 Metrics

Mean absolute percentage error

\[ MAPE = \frac{100}{n} \sum_{i=1}^{n} \left| \frac{Actual - Forecast}{Actual} \right| \]  

(14)

Mean squared error

\[ MSE = \frac{1}{n} \sum_{i=1}^{n} (Actual - Forecast)^2 \]  

(15)

<table>
<thead>
<tr>
<th>Activation Function</th>
<th>MAPE</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bipolar</td>
<td>1.099817719</td>
<td>7.83E-05</td>
</tr>
<tr>
<td>Selu</td>
<td>4.744802475</td>
<td>0.00097032</td>
</tr>
<tr>
<td>Softplus</td>
<td>31.92780113</td>
<td>0.052854434</td>
</tr>
<tr>
<td>LReLU</td>
<td>0.90362674</td>
<td>5.13E-05</td>
</tr>
<tr>
<td>GELU</td>
<td>2.288985968</td>
<td>0.000210299</td>
</tr>
<tr>
<td>Swish</td>
<td>4.656949997</td>
<td>0.000958191</td>
</tr>
<tr>
<td>Mish</td>
<td>2.703600407</td>
<td>0.000307792</td>
</tr>
<tr>
<td>Monotonic Cubic</td>
<td>3.176057816</td>
<td>0.00047466</td>
</tr>
<tr>
<td>GCU</td>
<td>1.05540657</td>
<td>0.000100883</td>
</tr>
<tr>
<td>DSU</td>
<td>1.290743947</td>
<td>0.00013247</td>
</tr>
<tr>
<td>Shifted Quadratic</td>
<td>1.970283151</td>
<td>0.000326757</td>
</tr>
<tr>
<td>Non Monotonic Cubic</td>
<td>0.74698925</td>
<td>4.13E-05</td>
</tr>
<tr>
<td>Shifted Sinc</td>
<td>7.973043919</td>
<td>0.005605693</td>
</tr>
</tbody>
</table>

Table 3: Performance of oscillating activations in comparison with prominently used activations on test dataset

Table 3 presents the testing dataset performance of the activation functions under performance. As stated above, similar test time behaviour is observed, Non-monotonic Cubic beating LeakyReLU’s performance on this dataset by a 20 percent gain in Mean squared error value while GCU,DSU and Shifted Quadratic Unit are giving comparable results and in-line with other activations like GELU, Swish, Mish and Selu. Shifted Sinc did not perform as per the expected test time behaviour, suggesting likelihood of overfitting on functions using this activation on feature representation/extraction layers. To our surprise, bipolar[9] function gave a promising result comparable to Non-monotonic Cubic and LeakyReLU on test set, this could be due to it’s combination of two soft sets one of them represents the positive side where the other represents the negative, thereby increasing the range of values[9]. Figure 14 provides the train time performance of various activations at training time. The graph suggests lower time for most of the activation functions when compared to LeakyReLU, GELU, Swish, Mish and Selu. This suggests that performance along with time complexity makes some of the oscillatory activation functions ideal for training time and test environment gains.
## 9 Conclusion and Future Work

From the preliminary results a future work remains to test out other activation functions such as Shifted Quadratic Unit, Monotonic Cubic, Non Monotonic Cubic Unit, Shifted Sinc Unit, Decaying Sine Unit [26] etc. and see their impact on accuracy of neural architecture. We can extend this to other architectures such as VGG, ResNets, efficientnets etc. which could potentially improve performance. Other backbones like GRU’s, Autoencoders and Transformer networks still remain unexplored and could potentially make use of these activation functions in future studies in NLP, computer vision and hybrid (image captioning, text-to-speech) tasks. The scope of usage of these activation functions could possibly be explored over other domain specific tasks to get a better understanding of their benefits over some of the predominant activation functions like ReLU, LeakyReLU, PReLU, GELU, Swish and Mish. The discovery of these new oscillating activations could possibly pave way for enhanced architectures capable of solving extremely non-linearly separable problems, however exploring general purpose and task specific usecases is also of the essence in order to have a value proposition along with other activation functions.
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<table>
<thead>
<tr>
<th>Layer</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>masking_input</td>
<td>InputLayer</td>
<td>input: [(None, 100, 1)]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>output: [(None, 100, 1)]</td>
</tr>
<tr>
<td>masking</td>
<td>Masking</td>
<td>input: (None, 100, 1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>output: (None, 100, 1)</td>
</tr>
<tr>
<td>lstm</td>
<td>LSTM</td>
<td>input: (None, 100, 1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>output: (None, 100, 32)</td>
</tr>
<tr>
<td>activation</td>
<td>Activation</td>
<td>input: (None, 100, 32)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>output: (None, 100, 32)</td>
</tr>
<tr>
<td>global_average_pooling1d</td>
<td>GlobalAveragePooling1D</td>
<td>input: (None, 100, 32)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>output: (None, 32)</td>
</tr>
<tr>
<td>dense</td>
<td>Dense</td>
<td>input: (None, 32)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>output: (None, 256)</td>
</tr>
<tr>
<td>dense_1</td>
<td>Dense</td>
<td>input: (None, 256)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>output: (None, 128)</td>
</tr>
<tr>
<td>dense_2</td>
<td>Dense</td>
<td>input: (None, 128)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>output: (None, 1)</td>
</tr>
</tbody>
</table>

Figure 15: Architecture of the Crypto-market prediction model