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Abstract

The physical aggregation of polycyclic aromatic compounds (PACs) is a key step in soot
inception. In this work, we set out to elucidate which molecular properties influence the phys-
ical growth process and use machine learning to quantitatively relate these features to the
propensity of these molecules to physically dimerize with other PACs. To this end, we first
develop a dataset of PAC monomers along with their calculated free energies of dimerization
emphasizing a set of PACs with a diverse range of properties. First, we augment existing cal-
culations of dimerization energies with our own molecular dynamics simulations enhanced by
well-tempered Metadyanmics. We then demonstrate that a machine learning model based on
the least absolute shrinkage and selection operator (Lasso) is able to quantitatively learn how
molecular features contribute to physical aggregation and predict the free energy of dimer-
ization for new pairs of molecules. The model is able to accurately determine the stability
for both homodimerization and heterodimerization cases. Our approach also provides a data
driven method to determine the molecular features most important to predicting the dimer
stability. From this, we determine that the PAC properties most influential to physical dimer-
ization are size, shape, oxygenation, and presence of rotatable bonds. This work highlights
the molecular complexity of the PAC monomers that must be accounted for in order to ac-
curately represent physical aggregation. We anticipate that this approach will allow for more
effective modeling of the PAC dimerization process as it facilitates the efficient prediction of
dimerization propensity from easily calculable molecular features.
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1. Introduction

Central to modeling soot formation in combustion environments is understand-
ing how polycyclic aromatic compounds (PACs) transition into larger nanoparticles.
These multi-ringed aromatic structures are believed to transform into soot through
chemical and physical pathways [1]. Unpaired electrons on PACs have been ob-
served to react with other radical species to form three dimensional structures [2, 3],
while PACs can stack into larger clusters held together by electrostatic and dispersion
forces [4, 5, 6]. This aggregation process is believed to be an important component of
soot formation as it provides the initial nucleation step or can hold PACs in proximity
with each other so other chemical growth mechanisms can occur [7, 8, 9]. For this
reason, a proper understanding of the physical inception process is a necessary step
towards creating a comprehensive soot model.

A number of experimental and computational studies have sought to characterize
how the process of physical aggregation occurs [10, 11]. Miller developed a model
that showed the importance of mass in hydrocarbon aggregation and determined that
only PACs larger than 800Da would exist long enough to play a significant role in
physical growth [4]. Other studies have concluded that aggregation can occur at lower
masses [12]. While many of these earlier studies were based on PACs within the Stein-
Fahr stabilomer grid [13], more recent studies of PAC formation have suggested that
these molecules occupy a much more diverse chemical space with properties such as
oxygenation, aliphatic branching, and five-membered rings [14, 15, 16, 17, 18, 19].
A number of works have assessed the effects of these properties on the propensity of
these molecules to form dimers. Molecular dynamics studies have found that physical
dimerization is promoted by aliphatic chains and thus mass alone is not a sufficient
descriptor of the process [20, 21]. Moreover, the presence of oxygen [8, 22] and
molecular curvature [23] have been shown to affect how these molecules dimerize.

In addition to characterizing the properties that promote dimerization, a number of
works have looked to use these properties to make quantitative predictions about the
tendencies of molecules to aggregate [6, 24]. As the size of the PAC is understood to
be an important property, Herdman and Miller developed a linear relationship between
the reduced mass of PAC monomers and their propensity to dimerize [5]. Raj et al.
showed that the collision efficiency is an important factor in representing dimerization
and can be predicted from the mass and shape of constituent PAC molecules [25]. A
predictive model for dimer stability has also been developed by fitting the free energy
(FE) of aggregation to molecular properties, such as size, number of carbons, and
solvent accessible surface area [26].

Although these studies have shown some predictive capacity, they are unable to
account for the diverse PAC feature space that has been observed both experimen-
tally [17] and computationally [27] in flames. Recently, Elvati et al. examined a
number of these properties including size, oxygenation, radius of gyration, and pres-
ence of rotatable bonds, finding that all these features affect the aggregation FE land-
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scape [28]. This result suggests that models that do not account for these properties
are incomplete and highlights the need for a prediction scheme that can identify the
complex relationships these molecular properties have on the physical growth process.

To this end, here we introduce a machine learning method for the quantitative
prediction of the physical dimerization propensities of PACs. We started by expanding
existing data [28] using molecular dynamics simulations, in order to have FE profiles
(as a function of molecular distance) for PACs with different functional groups. We
performed 141 additional molecular dynamics simulations to create a final dataset
containing 105 unique PAC pairs with molecular properties such as aliphatic chains,
five-membered rings, oxygenated groups, and aliphatic linkages. We then trained a
supervised machine learning model (Lasso method [29]) in order to both predict the
FE of aggregation and to select a small set of molecular properties that are key for
the prediction. The results underscore how machine learning can be used to process
the large feature hyperspace that is associated with more realistic and complex PAC
properties in order to create more accurate aggregation and, in the future, kinetic
models.

2. Methodology

2.1. Molecular Dynamics

To generate data for the machine learning model, we used the FE profiles of all the
possible combinations of 14 PACs (see Fig. S1 in the Supplementary Materials for the
structures). This class of molecules contains a diverse set chemical features observed
in both experimental [17] and computational [27] studies and is an extension of the
one used in previous works [8, 22, 28].

When available, we used previously computed FE profiles [28]; otherwise the
missing FE profiles were obtained with the same procedure, briefly reported below.
FE profiles were reconstructed by using the well-tempered Metadynamics technique;
all simulations were carried out in the NAMD program [30] using the PLUMED plu-
gin [31]. Each simulation consisted of a 1 ns minimization and equilibration starting
from two PAC molecules spaced 1 nm apart. This step was followed by a 100 ns
simulation at 1000K biased on the distance between the molecules’ center-of-mass
(COM)). The curves of three independent runs were then used to compute the aggre-
gation FE as the difference between the ensemble average for the monomer (0.35-
0.75 nm) and dimer state (3.75-4.0 nm). Of note, positive values indicate that the
molecules are more likely to be found not aggregated, while for negative values the
aggregate state is preferred.

2.2. Machine Learning

For each PAC, we computed 312 molecular features describing size, shape, com-
position, and chemistry with an in-house code. Many of these features have previously
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been employed in other quantitative structure-property relationship studies [32, 33]
and a detailed list of features is given in the supporting information (see Tab. S1).
Since each FE of aggregation depends on two molecules, we combine individual
molecular features by computing different types of averages, as discussed in the Re-
sults section.

Before training our machine learning model, we eliminated similar features by
removing any feature with a variance of zero and any feature with a Pearson corre-
lation greater than 0.95. To build a predictive model for the FE of aggregation, we
applied the Lasso method (Scikit-learn implementation [34]), as it allows for high ac-
curacy and often interpretable predictions [29]. Lasso, which uses the least absolute
shrinkage and selection operator, has been applied successfully to make interpretable
predictions in chemical problems [35] as it eliminates extraneous features and only
selects a smaller subset of properties needed to make the predictions. Specifically,
it is a supervised machine learning regression model that minimizes a loss function
given by:

L(β, λ) =
n∑

i=1

(Yi − βXi) + λ

p∑
j=1

βj (1)

In this equation, Y is the true value, X are the input features, β is a set of feature
weights learned by the model, and λ is a regularization parameter set manually. In
other words, Lasso minimizes the sum of the squares of the residuals with a regular-
ization term proportional to the l1 norm, creating a penalty on feature weights, which
results in a more concise model. The further regularization of the l0 norm, which
would produce the simplest model by finding the smallest subset of features that fits
the data, is the ideal next step but it is computationally intractable. The l1 norm em-
ployed by Lasso provides an approximation that can be efficiently solved as a convex
optimization problem [35].

To avoid artifacts due to the different magnitudes of features affecting our results,
training data was first scaled using a standard scaler fit [34] that centers each feature
at its mean value and normalizes by the standard deviation. We then used the training
data to select the optimal parameter λ (see hyperparameter optimization in Supporting
Material) and to train a Lasso model. We tested the model using leave-one-out cross
validation (i.e., withholding one FE for each fold and using the remaining as training
data) and considered the selected features as those with non-zero coefficients.

3. Results and Discussion

3.1. Free Energy Prediction Model

Our predictive model (Fig. 1) performs well, with a mean absolute error (MAE)
of 6.4 kJmol−1, only slightly higher than the average uncertainty of our MD simula-
tions (3.5 kJmol−1) and the average energy for one translational degree of freedom
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Fig. 1: Comparison between calculated and predicted FE of aggregation at 1000K. Dashed line pro-
vides reference of correct predictions. Color represents dimer component type: green is an aliphatically
linked PAC, red is an oxygenated PAC, and blue is a condensed hydrocarbon. Points with two colors
share all the corresponding characteristics. Diamonds represent dimer pairs with errors at least twice
the RMSE (10.2 kJmol−1).

(4.184 kJmol−1) at 1000K (see ”This work” in Fig. 2). To test for information leak-
age, or in other words that the model is learning from general molecular properties
and motifs and not the presence of the same monomer in the training set, we repeated
the leave-one-out cross validation while omitting from the training data all samples
which share a monomer with the testing sample. As expected, since we are train-
ing with less data (∼13% for homo-aggregation and ∼26% for hetero-aggregation,
smaller dataset), the prediction slightly worsens (”No leakage” in Fig. 2). However,
with a root mean squared error (RMSE) of 11.3 kJmol−1 and MAE of 7.6 kJmol−1,
the model still performs better than existing models (see Fig. 2).

Interestingly, the RMSE of our predictions is higher than the MAE which suggests
that a few interactions are not predicted as well as the rest of the data. The analysis
of the data highlights that there are 5 pairs (i.e., AD, AJ, BD, CF, and DE) for which
the error in the predicted FE value is twice the RMSE value. For all of them, the
predicted aggregate is less stable than the MD simulations would indicate, and four
of them involve molecule C or D, which are the only ones in the dataset that have
both aliphatic chains and oxygenated groups. We have observed that oxygenation
destabilizes the physical aggregations of PACs [8, 22] while aliphatic chains show the
opposite trend [20, 21], and when multiple competing features of similar magnitude
affect the FE, the outcome is not easy to predict [28]. Moreover, since our dataset
lacks molecules that have only aliphatic chains or more cases of similar molecules, it
is possible that the model is not able to properly learn the interplay of these particular
features.

Our model outperforms existing physical dimerization models presented in the lit-
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Fig. 2: Comparison between our predictive model and published ones applied to our dataset at 1000K.
Red shows the MAE and blue the RMSE. For reference, the average standard error of the input data
(MD simulations) is ∼3.5 kJmol−1.

erature, as shown in Fig. 2. We compared our results, including the test on a restricted
dataset with no data leakage illustrated above (labeled ”This work” and ”This work,
restrict”, respectively) with three additional models. For all methods, we performed
a leave-one-out validation procedure, fitting each model’s parameters and functions
to the molecules in our dataset. First, we compared our results with the widely used
model introduced by Herdman and Miller [5], which assumes a linear correlation be-
tween the reduced mass and the binding energy (labeled ”Reduced mass”). More
recently, Lowe et al. [26] characterized a number of polycyclic aromatic dimers and
developed a predictive model for the change in FE between the monomer and dimer
states based around the solvent accessible surface area and number of carbons. For
our second comparison, we used the linear fit from the original publication that relates
the the average carbon surface area and the FE (labeled linear SASA). Next, instead
of using the published linear fit, we instead used the molecular descriptors (number
of carbons and solvent accessible surface area) as input features into a Lasso model
(labeled as SASA + numC). Finally, we consider the naive case in which all values
were predicted as the average free energy of the dataset. In all cases, the predictive
model presented in this work performs better than the previous models, showing that
a more comprehensive feature set, such as the one employed here, can better capture
molecular properties responsible for dimerization.

3.2. Molecular Features Selection
One of the advantages of the selected method, is its ability to provide a degree of

interpretability towards the aspects that control the prediction, as it sets coefficients
of unused features to zero [29]. Thus, by analyzing which features the Lasso model
retains, we can gain a sense of which molecular properties are important for predicting
the FE of dimer aggregation. Overall, across all 105 folds of cross validations, the
model selects a nearly identical set of 10 features (a complete list of features selected
and the number of folds in which they are retained is provided in Tab. S2 of the
Supplementary Material). If we exclude these top features, no other feature is selected
in more than four folds. Broadly, these features can be divided into three groups
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of properties that are important for PAC dimerization: size, shape, and presence of
specific chemical groups.

3.2.1. Size
The first class of properties are extrinsic properties that are broadly related to the

size of the molecule. Specifically, the algorithm selected the number of aromatic
rings, the number of carbons not connected to a hydrogen, the number of tessella-
tions containing four carbons, the number of tessellations with three carbons and a
hydrogen, and the number of six-membered rings.

Fig. 3: Relationship between number of aromatic rings and dimerization FE. Left: The number of
aromatic rings associated with each dimer. Right: Aggregation propensity compared to average number
of aromatic rings in the dimer. The five outliers discussed in the previous section are denoted as
diamonds. Colors represent the dimer’s component type: green indicates an aliphatically linked PAC,
red an oxygenated PAC, and blue a condensed hydrocarbon. Points with two colors share all the
corresponding characteristics.

Figure 3 shows that the FE of dimerization is strongly related to the (harmonic)
average number of aromatic rings in the dimer (Pearson coefficient of -0.8397 and
Spearman coefficient of 0.8719). This result agrees with the general observation that
PACs will often cluster in lateral stacks and the interaction strength between PACs is
closely related to their number of aromatic rings [36, 37]. Moreover, at least for soot
precursors, the number of aromatic rings is closely correlated with mass, hence the
use of the latter as a descriptor for the aggregation strength in other works [5].

Among the molecular descriptors in this class, the number of aromatic rings is
the feature that has the highest correlation with the FE (more than the number of six
membered rings, for example), but it is crucial to note that, by itself, it is not sufficient
to fully capture the physical dimerization. A linear fit of the FE as function of the total
number of aromatic rings produces predictions model with an RMSE of 15.6 kJmol−1

and a MAE of 11.3 kJmol−1, which has a significantly larger error than our model
and is (not coincidentally) comparable to using only the mass as a descriptor (see
Fig. 2)

Some of the features in this group encode size with molecular shape information.
One such example is the number of internal carbon atoms, defined as the aromatic
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carbon atoms that are not bonded to H atoms. As, most of the molecules in the dataset
are highly pericondensed hydrocarbons, these PACs will have a greater percentage of
internal carbons than catacondensed PACs.

Fig. 4: Relationship between number of internal carbons and dimerization FE. Left: The number of
internal carbons associated with each monomer. Right: Aggregation propensity compared to average
number of internal carbons in the dimer. The five outliers discussed in the previous section are denoted
as diamonds. Color represents PAC type: green is an aliphatically linked PAC, red is an oxygenated
PAC, and blue is a condensed hydrocarbon. Points with two colors share all the corresponding charac-
teristics.

The plot of the number of internal carbons against the dimerization propensity,
presented in Fig. 4, shows three somewhat distinct groupings: molecules with less
than 10 internal carbons, which represent aliphatically linked hydrocarbons, pericon-
densed molecules with approximately 20 internal carbons, and larger pericondensed
molecules with 30 or more carbons. When ignoring the outliers discussed in the
previous section, these groupings generally correspond to the stability of the dimer,
where aliphatically linked hydrocarbons are less stable than smaller pericondensed
molecules and larger pericondensed molecules are the most stable, inline with previ-
ous works on the importance of shape of PACs [25] and on the lower dimerization
speed and shorter lifetimes of linked PACs [21].

Finally, tessellation descriptors contain similar information of size and shape as
they count the number of times four carbons are in proximity with each other (mostly
internal carbons) and the number of times three carbons are in proximity with a hy-
drogen (mostly edge carbons).

3.2.2. Shape
The second group of properties corresponds to quantities that purely describe the

shape of the molecules, such as the relative lengths of the first and second principal
axis of inertia (WHIM mass axis 1 and 2 [32]), which are both size independent.

Figure 5 shows the ratio between the second and first principal axes of inertia
(i.e., aspect ratio), along with its relationship with the propensity of these molecules
to dimerize. While a clear separation exists for the less stable dimers containing an
aliphatically linked hydrocarbon, it is difficult to identify a trend for the remaining
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Fig. 5: Relationship between aspect ratio and dimerization FE. Left: The aspect ratio associated with
each monomer. Right: Aggregation propensity compared to average aspect ratio in the dimer. The five
outliers discussed in the previous section are denoted as diamonds. Color represents PAC type: green
is an aliphatically linked PAC, red is an oxygenated PAC, and blue is a condensed hydrocarbon. Points
with two colors share all the corresponding characteristics.

dataset. This suggests that size independent descriptors of shape are likely being used
by the model only to identify aliphatically linked PACs and not other compounds.
This phenomenon does not imply that shape descriptors do not have a clear relation-
ship with the free energy, as they may play an important role for curved PACs [27].
However, due to the complexity of the FE landscape of curved molecules and the
presence of multiple distinct configurations at short distances, we did not include any
in this work.

3.2.3. Specific chemical groups
The third class of properties groups descriptors that are a metric for the pres-

ence of specific chemical groups, like the number of tessellations with three carbons
and an oxygen atoms, the total Van der Waals surface area of all atoms with a par-
tial charge between -0.05 and 0 (known as the vsa charge 7 [38]), and length of the
longest aliphatic chain. The tessellation descriptor [33] considers each atom as a point
in space and computes a Delaunay triangulation, counting the number of times each
combination of four elements appear in a tessellation (see section 2 in the Supporting
Information). While the property does not necessarily correspond directly to the num-
ber of oxygen atoms (an atom can appear in multiple tessellations), it accounts for the
presence of oxygen by counting the number of times an oxygen is in proximity with
three other carbons. The vsa charge 7 property encodes information about surface
area but also implicitly captures information about oxygenated groups: most carbons
that are located near oxygen functional groups are slightly positively charged and thus
are not included in the surface area computation. Therefore, for equivalent sizes and
geometries, the vsa charge 7 will be lower for molecules with electrophilic groups.

The last property in this group is the length of the longest aliphatic chain, which
accounts for the presence of both rotatable bonds and side chains. In combination
with the aspect ratio, this feature can distinguish between aliphatically linked chains
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and side chains, which have the ability to stabilize PAC clusters and make aggregation
more favorable [21, 20].

3.3. Hetero-aggregation

Fig. 6: Comparison of the predictive performance for different methods of combining monomer fea-
tures for heterodimerization. M−∞ is the minimum value, M−1 is the harmonic mean, M0 is the
geometric mean, M1 is arithmetic mean, and M∞ is the maximum value. For reference the RMSE of
the input data (MD simulations) is ∼3.5 kJmol−1.

Based on existing models, to predict the aggregation propensity for the hetero-
moelcular pairs, we computed the harmonic mean of the two monomers’ molecular
features. To test if this choice is optimal, we compared the performance of the model
with five different combination rules. Using the definition of generalized mean,

Mp(x1, . . . , xn) =

(
1

n

n∑
i=1

xp
i

) 1
p

(2)

we defined the combination rules as M−∞ (minimum value), M−1 (harmonic mean),
M0 (geometric mean), M1 (arithmetic mean), and M∞ (maximum value).

The results, illustrated in Fig. 6, show that the harmonic mean outperforms the
other metrics, even though the minimum value and geometric mean yield relatively
similar results. This trend suggests that between two constituent molecules, the smaller
properties tend to have a greater influence on the final stability. Interestingly however,
the error (as a function of p) has a minimum, since M−∞ ≤ M−1 ≤ M0, but the dif-
ference is small enough for the current dataset that no further optimization is relevant.
While in some cases (e.g., charge or shape features) the magnitude of the property
does not correspond to the size of the molecule, eight of the top ten features selected
(see previous subsections) are extrinsic properties, suggesting that the characteristics
of the smaller monomer plays a disproportionately larger role in the stability and the
lifetime of the aggregate. This conclusion provides some empirical foundation to
similar observations present in the literature [5, 26].

3.4. The effects of temperature
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Up to this point, we considered only data at 1000K. While the current imple-
mentation of the model cannot be immediately extended to different temperatures, as
much more data would be needed, we can test the generality of the selected features at
different temperatures. Namely, we used the previously published homoaggregation
FE obtained at 500K and 1680K [28] to train and test (at each temperature) a Lasso
model using only the 10 features selected at 1000K. While the dataset covers a quite
smaller subset of the data used at 1000K, at very different temperatures the balance
of the entropic and enthalpic contributions differs, which can result in the aggrega-
tion giving more weight to different molecular characteristics. The prediction results
at these two temperatures are shown in Fig. 7, with both temperatures, showing an
RMSE and MAE lower than the one for the model trained on FE at 1000K, likely due
to the smaller error associated with the prediction of homodimerization.

Fig. 7: Comparison of calculated (MD) and predicted FE of aggregation at 500K (diamonds) and
1680K (circles) using only the 10 features selected at 1000K. Color represents PAC type: green is an
aliphatically linked PAC, red is an oxygenated PAC, and blue is a condensed hydrocarbon. Dashed line
provides reference of correct predictions. At 500K, RMSE is 4.9 kJmol−1 and MAE is 4.1 kJmol−1.
At 1680K RMSE is 8.8 kJmol−1 and MAE is 6.1 kJmol−1.

Overall, the results show that the selected features are valid in a large temperature
range. Of note, the error for the model trained with data at 1680K is significantly
greater than the one trained at 500K, potentially, because physical dimerization is a
much less important process at this elevated temperature [11, 28] and the system tends
towards the ideal gas behavior, for which many of the descriptors become meaning-
less.

4. Conclusions
In this work, we explored the relative importance of molecular properties on the

physical aggregation of polycyclic aromatic compounds. As a first step, we created
a dataset of the free energy of aggregation of PACs with different properties through
enhanced sampling molecular dynamics. We then trained a Lasso based machine
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learning model to predict the aggregation behavior of PACs, by representing each
molecular pair with a set of molecular features. The model is able to find an accurate
quantitative relationships between different properties of PACs and ultimately is able
to predict the FE of dimerization with a higher degree of accuracy than traditional
correlations.

The chosen method also provides insights into the properties important for dimer-
ization by identifying the subset of features that are used to make the FE predictions.
With no external bias towards specific properties, our model finds ten features that
encode information that are related to PACs’ size, shape, oxygenation, and presence
of rotatable bonds. Critically, none of these properties is able, by itself, to capture
the key aspects of PAC physical interactions, showing how the aggregation whether
thermodynamic (pair stability) or kinetic (pair lifetime) is the result of the interplay of
several properties. Finally, we show that the interactions between different PACs can
be modeled by taking the harmonic mean of the individual species, although a larger
variance in properties should be taken into account before generalizing to very large
systems.

The findings of this paper offer insight into both PAC and soot formation as the
stability effects of specific PAC features, not just their presence in the gas-phase,
influence how commonly those features will be observed in the constituents of larger
soot particles. Future works can shed further light on the nuances between these
molecular properties and physical aggregation by expanding the dataset with new
types of molecules such as curved PACs and developing novel features to numerically
represent molecular properties in a chemically meaningful way.
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