Deep learning based reduced order modeling of seismogram-type acceleration time series model: Part - III

Saumik Dana and Karthik Reddy Lyathakula

1*University of Southern California, Los Angeles, CA, USA.  
2North Carolina State University, Raleigh, NC, USA.

*Corresponding author(s). E-mail(s): saumik@utexas.edu; klyatha@ncsu.edu;
Contributing authors: klyatha@ncsu.edu;

Abstract
The optimal deep learning optimizer can vary depending on the features of the solution of the forward model being trained. The other parameter that can acquire significance in LSTM based encoder decoder frameworks is the number of stacked LSTM layers per encoder and decoder. In this work, we zero-in on the optimal optimizer and number of layers for the reconstruction of the acceleration time series solution of the spring slider damper idealization of a friction model.
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1 Introduction
Deep learning is a practising science form, and the optimal parameters for a problem are obtained with a combination on intuition and experience. We attempt to build reduced order models of complicated forward models using LSTM encoder decoder frameworks, and we observe reconstruction results for different optimizers and batch sizes. The big picture is to train the model, and then used this model as a reduced order model to evaluated inside the Bayesian inference framework to estimate certain parameter(s) of the forward model, as shown in Fig. 1. The forward model is a spring slider damper idealization of the rate and state model for fault friction, and that itself is a piece of a
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Fig. 1: The big picture

sophisticated coupled flow and geomechanics model [1–9]. The details of the forward model for this work are given in Appendix A. There are three things we are concerned with: the optimizer, the batch size, and the number of LSTM layers which make up both the encoder and decoder.

2 Reconstruction results

The code was implemented in PyTorch, and run on a basic AMD Ryzen 3 3200U with Radeon Vega Mobile Gfx $\times$ 4 processor. We compare the training losses for the Adam and Stochastic gradient descent optimizers for different batch sizes in Fig. 2. Typically, the loss is least when the batch size is 1, since the weight gradient is updated after every sample. In realistic problems, a batch size of 1 makes the training process incredibly slow because of the size
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Fig. 2: Number of LSTM layers is 1
of the data, and making a pass through the network with one sample at a time will make the process infeasible. So, it always makes sense to use a batch size which is large enough to allow fast training, but small enough to factor in enough accuracy in the specified number of epochs. Before getting into that, it makes sense to compare the reconstruction for different optimizers. The data is definitely noisy (which we have ensured after adding noise to the forward model
solution), and has the feature that it dies down over a period of time. From Fig. 3, it is a toss-up between RMSProp and Adam as to which is better for the problem, and it is interesting to note that Adamax and AdamW variants of Adam have these boxy patterns in terms of capturing the amplitudes. Now, knowing that we will eventually switch to batch size more than 1 for the realistic models, we compare the reconstruction for different batch sizes with
Adam optimizer as shown in Fig. 4. We observe that increasing the batch size does deteriorate the reconstruction when the noisy solution dies down, but does fairly well when the acceleration is substantial. Finally, we compare the reconstruction for different number of LSTM layers for a batch size of 5, and we observe that this particular parameter makes minimal difference to the reconstruction, so we stick to 1 LSTM layer per encoder and decoder in future studies.

Appendix A Forward model details

The quantification of fault slip is achieved using the rate- and state-friction (RSF) model for modeling earthquake cycles on faults [10–15], and given by

$$\mu = \mu_0 + A \ln \left( \frac{V}{V_0} \right) + B \ln \left( \frac{V_0\theta}{d_c} \right),$$

$$\frac{d\theta}{dt} = 1 - \frac{aV}{d_c},$$  \hspace{1cm} (A1)

where $V = \left| \frac{dd}{dt} \right|$ is the slip rate magnitude, $a = \frac{dV}{dt}$ which we hypothesize is of the same order as recorded by seismograph, $\mu_0$ is the steady-state friction
coefficient at the reference slip rate $V_0$, $A$ and $B$ are empirical dimensionless constants, $\theta$ is the macroscopic variable characterizing state of the surface and $d_c$ is a critical slip distance over which a fault loses or regains its frictional strength after a perturbation in the loading conditions [16]. As shown in Fig. A1, we model a fault by a slider spring system [17–19]. The friction coefficient of the block is given by

$$\mu = \frac{\tau}{\sigma} = \frac{\tau_l - k\delta - \eta V}{\sigma} \tag{A2}$$

where $\sigma$ is the normal stress, $\tau$ the shear stress on the interface, $\tau_l$ is the remotely applied stress acting on the fault in the absence of slip, $-k\delta$ is the stress relaxation due to fault slip [20] and $\eta$ is the radiation damping coefficient [21]. We consider the case of a constant stressing rate $\dot{\tau}_l = kV_l$ where $V_l$ is the load point velocity. The stiffness is a function of the fault length $l$ and elastic modulus $E$ as $k \approx \frac{E}{l}$. With $k' = \frac{E}{l\sigma}$, we get

$$\dot{\mu} \approx k'(V_l - V) - k'' \dot{V} \tag{A3}$$

where $k'' = \frac{\eta}{\sigma}$. Once the phenomenological form of $\dot{\mu}$ is known, we rewrite Eq. (A1) as

$$V = V_0 \exp\left(\frac{1}{A} \left(\mu - \mu_0 - B \ln \left(\frac{V_0 \theta}{d_c}\right)\right)\right), \tag{A4}$$

to get acceleration time series as $a \equiv \ddot{V}$ as,

$$\ddot{V} = \frac{V}{A} \left(\dot{\mu} - \frac{B}{\dot{\theta}} \dot{\theta}\right) = V_0 \exp\left(\frac{1}{A} \left(\mu - \mu_0 - B \ln \left(\frac{V_0 \theta}{d_c}\right)\right)\right) \frac{1}{A}$$
Deep learning based reduced order modeling

\[ k' \left( V_l - V_0 \exp \left( \frac{1}{A} \left( \mu - \mu_0 - B \ln \left( \frac{V_0 \theta}{d_c} \right) \right) \right) \right) - k'' \dot{V} - \frac{B}{\theta} \left( 1 - \frac{\theta V}{d_c} \right) \]  

(A5)

The ballpark values are:

✓ Elastic modulus \( E = 5 \times 10^{10} \) Pa
✓ Critical fault length \( l = 3 \times 10^{-2} \) m
✓ Normal stress \( \sigma = 200 \times 10^6 \) Pa
✓ Radiation damping coefficient \( \eta = 20 \times 10^6 \) Pa/(m/s)
✓ \( A = 0.011 \)
✓ \( B = 0.014 \)
✓ \( V_0 = 1 \mu m/s \)
✓ \( \theta_0 = 0.6 \)
✓ \( \mu_0 = \mu_0 = 0.6 \)
✓ \( t_{start} = 0, t_{end} = 50 \) s, \( dt = 0.05 \) s

from which the effective stiffness and damping are obtained as

\( k' = \frac{E \sigma}{E} = \frac{5 \times 10^{10}}{3 \times 10^{-2} \times 2 \times 10^8} \text{[1/m]} \approx 10^{-2} \text{[1/µm]} \)
\( k'' = \frac{\eta \sigma}{2 \times 10^7} \text{[s/m]} = 10^{-7} \text{[s/µm]} \)

The influence of critical slip distance on system response to a load point perturbation of the form

\[ V_l = V_0 (1 + \exp \left( -t/20 \right) \sin(10t)) \]  

(A6)

is shown in Fig. A2.

References

Deep learning based reduced order modeling


