Abstract—Enabling communication between the individual controllers of inverter-based resources (IBR) in a microgrid can result in improved system-wide response. However, it increases the vulnerability of microgrids to cyberattacks. This paper investigates the effects of cyberattacks on microgrids with 5G-enabled coordinated set point modulation (5GCSPM). A modified CIGRE North American MV distribution benchmark system with 28 IBRs equipped with 5GCSPM is built in PSCAD/EMTDC as the physical layer. A cyber-physical system is created by enabling TCP/IP communication between PSCAD/EMTDC and Raspberry Pi4. Different cyberattacks are carried out on the TCP/IP connection while running time-domain simulation studies to evaluate the performance of 5GCSPM.
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I. INTRODUCTION

The power distribution system is experiencing an increasing growth in the interconnection of inverter-based resources (IBR) in the form of microgrids [1], [2]. Operating in either grid-connected or islanded mode, microgrids have enough generation capacity to supply loads in their own domain. Therefore, they can maintain power supply in case of faults in the main grid. They can also provide restoration assistance to the main grid if they have excess generation. Currently, the most common microgrid control technology is centralized control [3]. However, centralized control may not function properly when the number of IBRs is large. Several reasons can explain this, including:

1) Increased computational burden;
2) Frequent redesign requirements as a change in one unit affects the central controller;
3) Reliability and security issues due to the central controller being a single point of failure.

Thus, noncentralized control methods might be a more suitable choice for microgrids with a large number of IBRs [4]–[6]. Noncentralized methods can be classified into two groups: decentralized and distributed methods. Decentralized methods assume that the interactions between the subsystems is negligible and no communications are required. However, this assumption is not always true and results in a poor system-wide response. Contrarily, distributed control methods do consider communication between the subsystems. However, the need for a distributed control method becomes more significant in secondary and tertiary control as the need for high reliability, security, and situational awareness arises. Meanwhile, choosing the right communication technology for distributed control is a complicated task [7], [8]. Currently, the optical fiber technology is commonly used in power systems because of its high reliability and speed. However, this technology requires a large capital investment and expensive maintenance. It also does not scale well when more IBRs are added to the microgrid. Wireless technologies such as Wi-Fi and ZigBee are less costly than optical fiber and also scale well. However, they are susceptible to interference and offer lower speeds. On the other hand, 5G offers superior performance due to its several features, including ultra reliable low latency communication (URLLC), massive machine type communication (mMTC), and enhanced mobile broadband (eMBB) [9]. This make 5G a suitable choice for enabling communications in distributed control methodologies.

5G builds up on existing advanced technologies using innovative new techniques. However, this also makes 5G networks an attractive target for cybercriminals. Security challenges rise from different reasons, including the IP-based open architecture of 5G, the diversity of 5G access network technologies, and non-security-professional device operators [9]–[12]. In case of 5G-enabled distributed control, cyberattacks can target both control and communication entities of a microgrid, ranging from tampering with sensory information, corrupting control signals by false data injection (FDI), and blocking data transmission on the communication links through denial-of-service (DoS) attacks [13]. Depending on the skill set of an attacker and the degree of information available to them, the severity of the consequences of an attack on a microgrid can vary from stopping ancillary services and power flow management systems to immediate system shutdown. Therefore, the performance of the microgrid with 5G-enabled distributed control should be studied under cyberattack scenarios to outline its vulnerabilities for future resilient and cybersecure designs.

This paper studies the performance of an inverter-based microgrid with 5G-enabled coordinated set point modulation (5GCSPM) under different cyberattack scenarios. 5GC-
SPM is implemented on a modified CIGRE North American MV distribution benchmark system with 28 IBRs in PSCAD/EMTDC software to construct the physical layer. The cyber-physical system is created using the cosimulation tool in PSCAD to establish a TCP/IP connection with a Raspberry Pi4. Time-domain simulation case studies are carried out in PSCAD/EMTDC software to evaluate the performance of 5GCSPM under different cyberattack scenarios conducted on the TCP/IP connection using pcap and scapy modules in Python.

The rest of this paper is structured as follows. Section II presents a brief overview of 5GCSPM. Section III outlines the cyber vulnerabilities of 5GCSPM. Performance evaluation of the 5GCSPM under different cyberattacks is presented in Section IV. Finally, conclusions are provided in Section V.

II. OVERVIEW OF COORDINATED SET POINT MODULATION

A. A Brief Introduction on Online Set Point Modulation

Fig. 1 shows the conventional control method for IBRs with LCL filters equipped with set point modulation (SPM) [14]. During grid-connected mode of operation, the output current references of the voltage-sourced converter (VSC) \( i_{t,dq}^* \) are generated by the P&Q control block. On the other hand, the droop control and voltage control blocks generate \( i_{t,dq}^* \) during islanded mode of operation. The islanded mode of operation is considered in this paper. The SPM block generates the modulated set points for the voltage control block using

\[
v_{ti,d}^* = v_{ti,d}^* + m e_{ti,d}(t),
\]

where \( e_{ti,d}(t) \) is the tracking error and \( m \) is a design parameter. SPM utilizes predicted error \( \hat{e}_{\text{pred}}(t) \) to improve its dynamic response. Therefore, (1) becomes

\[
v_{ti,d}^* = v_{ti,d}^* + m \hat{e}_{\text{pred}}(t).
\]

Communications should be enabled between IBRs to improve system-wide response.

B. Overview of Coordinated Set Point Modulation

Fig. 2 shows a sample radial microgrid with \( N \) IBRs equipped with 5GCSPM [15]. This microgrid can be represented using a complex-weighted graph \( \chi = (\nu_X, \varepsilon_X) \), where the vertices \( \nu_X = \{\nu_1, \nu_2, \ldots, \nu_N\} \) are the IBR buses and the edges \( \varepsilon_X \subseteq \nu_X \times \nu_X \) are the electrical interconnections.

In CSPM, it is assumed that the \( N \) IBRs have the capability to communicate with each other over an undirected communication graph \( g = (\nu_G, \varepsilon_G) \), where the vertices \( \nu_G = \{\nu_1, \nu_2, \ldots, \nu_N\} \) correspond to the vertices in \( \chi \) and the edges \( \varepsilon_G \subseteq \nu_G \times \nu_G \) represent the communication links for the IBRs, which are not necessarily the same as their electrical interconnections. The adjacency matrix for the communications network is defined as \( A = [a_{ij}] \subseteq \mathbb{R}^{n \times n} \), where \( a_{ij} = 1 \) defines an active communication link between IBRs \( i \) and \( j \) via the connected edge \((\nu_i, \nu_j) \in \varepsilon_G\) and \( a_{ij} = 0 \) defines no connectivity.

Primary-level control for the sample radial microgrid in Fig. 2 uses SPM for each IBR in standalone mode. Therefore, no communication is used at this level of control. The modulated set point for the \( i \)th IBR is found using (3) by using linear error prediction as

\[
\hat{e}_{\text{pred}}(t_0 + T_{\text{pred}}) = e_i(t_0) + r(t_0) T_{\text{pred}},
\]

where \( T_{\text{pred}} \) is the prediction horizon and \( r \) is the average rate of change calculated over previous measurements using the least squares method. Secondary-level control, however, is the level of control that enables coordination among the \( N \) IBRs and requires exchange of information between the IBRs. Therefore, the set point for the \( i \)th IBR is modulated using

\[
v_{ti,d}^* = v_{ti,d}^* + m_i \hat{e}_{\text{pred}}(t) + m_i \sum_{j=1,j \neq i}^{N} a_{ij} \hat{e}_{j\text{pred}}(t),
\]

where \( \hat{e}_{j\text{pred}} \) is the predicted error of the \( j \)th IBR.

Communication between the IBRs is enabled using 5G wireless communication technology designed in [16]. The packet generated by the \( i \)th IBR is first uploaded to the gNodeB. Then, the uploaded packet is downloaded by the \( j \)th IBR. The gNodeB is in charge of scheduling which IBRs are allowed to upload and download packets using the MAD algorithm. The IBRs generate packets at will, which means they generate a fresh packet whenever they are selected by the gNodeB. This means that the 5G numerology \( \mu = 0 \) and the transmission time interval (TTI) is 1 ms, which is justified because IBRs generate packets at a much faster rate than TTI.
III. CYBER-THREAT ANALYSIS OF 5GCSPM

A. Overview of Security Challenges in 5G

5G aims to provide 1–10 Gbps data rates and almost 100% coverage by installing multiple base stations to provide improved quality of service (QoS) and extremely low latency [17]. On the other hand, the inheritance of IP-based communication technology from 4G and the large number of user-end devices significantly extends the range of cyber threats in 5G. 5G is proposed to connect critical infrastructure, such as the power system, that require tight security measures to ensure their safety. Therefore, its vulnerabilities should be outlined for future resilient designs.

The three main vulnerable points in 5G security are the mobile cloud computing, software-defined networking (SDN), and communication channels. Cloud computing shares a number of services among multiple users. Therefore, it is possible for an adversary to attack cloud computing resources through different ways such as targeting physical devices, application-based threats, and attacking the cloud server via denial-of-service (DoS) attacks. The central nature of SDN introduces several ways for cybercriminals to attack the SDN. The controller traffic in SDN can be easily identified, which makes it a favorable choice for DoS attacks. Moreover, installation of malicious software can cause chaos across the network as almost every network function is implemented through software. Pre-5G mobile networks utilized GTP and IPSec tunnels to secure their communication channels. Mobile network communication interfaces such as X2, S1, S6, and S7 are significantly complex to attack. However, SDN-based 5G networks offer only common SDN interfaces. These interfaces are commonly protected with transport layer security (TLS) or secure socket layer (SSL). However, TLS or SSL sessions are highly vulnerable to IP layer attacks and SDN scanner attacks.

B. Overview of Cyber Vulnerabilities in 5GCSPM

An adversary can target both measurement and control entities of a microgrid, including tampering with current and voltage transformer and phasor measurement unit measurements and manipulating control systems to change system dynamics and create instability. The IBR control algorithms, such as the one shown in Fig. 1, are implemented on real-time processors. Intrusion into the processor will allow access only to reference setpoints, i.e., \( v_{t,d}^* \) and \( v_{t,s}^* \). An attacker can change \( v_{t,d}^* \) and \( v_{t,s}^* \) to create a disturbance and cause instability by activating the protection apparatus. Moreover, in a 5GCSPM framework, the IBRs exchange their \( \tilde{e}_{\text{meas}} \) signals via communication links. Manipulation of \( \tilde{e}_{\text{meas}} \) values via false data injection (FDI) attacks can change system dynamics to a point that the IBRs lose consensus and the microgrid becomes unstable. DoS attacks on IBRs can lead to their disconnection from the microgrid and cause system-wide disturbances.

Microgrids have a smaller size than the power system and thus are more vulnerable to disturbances. Therefore, cyberattacks can put the stability of the microgrid at risk. Some common attack scenarios for microgrids are summarized as below:

- **Sensor Malfunction**: Corrupting sensory information is usually done by an attacker from inside an organization. Trojan horse malware program can be used to control the data acquisition system as a remote host. Adding a bias in the reported data through changing sensor gains is a common attack on sensory information.
- **Communication Link Intrusion**: Attacks on communications are usually done via FDI or DoS. FDI attacks can occur on data either inside in the controller or inside networking apparatus. Packets can be manipulated in several ways including authorization violation, illegitimate log access, and replaying past data.
- **Controller Manipulation**: The reference inputs of the real-time controller can be changed using a trojan horse malware.

IV. PERFORMANCE EVALUATION

In this paper, the modified CIGRE North American MV distribution benchmark system with 28 IBRs, also shown in Fig. 3, is modeled in PSCAD/EMTDC software as the physical layer. The communication graph between the IBRs is constructed as follows:

- IBR 1 communicates with IBRs 2 and 14.
- IBR 14 communicates with IBRs 1 and 13.
- IBR 15 communicates with IBRs 16 and 29.
- IBR 28 communicates with IBRs 27 and 15.
- For \( i \neq 1, 14, 15, 28 \): IBR \( i \) communicates with IBR \( i - 1 \) and IBR \( i + 1 \).

The cyber layer is created by establishing a TCP/IP connection between PSCAD/EMTDC and Raspberry Pi4. Various cyber-attack scenarios are carried out on the TCP/IP connection during time-domain simulation case studies to evaluate the performance of the 5GCSPM.

A. Case 1: DoS Attack on a Single IBR

Fig. 4 shows the simulation results for Case 1. Prior to \( t = 100 \) ms, the microgrid is in the steady state. At \( t = 100 \) ms, the load at bus 1 disconnects. A TCP/IP packet with a reset flag is injected to communication link to simulate a DoS.
Fig. 4. Simulation results for Case 1: (a) exchanged error signals, (b) output voltages of IBR1, and (c) output power of IBR1.

Fig. 5. Simulation results for Case 2: (a) output voltages of IBR2 and IBR14 and (b) output powers of IBR2 and IBR14.

attacked on IBR1. Fig. 4(a) shows that after the DoS attack, the error signals to and from IBR1 become constant. Fig. 4(b) shows that $V_{td1}$ overshoots to 1.84 pu and settles at 1.08 pu after 200 ms. Fig. 4(c) shows the output powers of IBR1. This figure shows that active power decreases while reactive power increases. This is because the DoS attack causes IBR1 to increase its output voltage and thus increase $Q_1$.

B. Case 2: DoS Attacks on Multiple IBRs

Fig. 5 shows the simulation results for Case 2. Prior to $t = 100$ ms, the microgrid is in the steady state. At $t = 100$ ms, the load at bus 1 disconnects. A TCP/IP packet with a reset flag is injected to communication link to simulate DoS attacks on IBR1, IBR2, and IBR14. Fig. 5(a) shows that $V_{td2}$ overshoots to 1.72 pu, while $V_{td14}$ overshoots to 1.2 pu. Both voltages settle at 1.1 pu after 200 ms. Fig. 5(b) shows the oscillatory output powers of IBR2 and IBR14 with the output powers of IBR14 surpassing 1 pu.

C. Case 3: False Data Injection into a Single IBR

Fig. 6 shows the simulation results for Case 3. Prior to $t = 100$ ms, the microgrid is in the steady state. At $t = 100$ ms, the error signals received by IBR1 are manipulated by injecting a sinusoidal signal $u = \sin (60 \times 2\pi t)$. Fig. 6(a) shows that the error signals received by IBR1 are turned into sine waves. This causes the output voltages of IBR1 to have a sinusoidal shape as well, as shown in Fig. 6(b). Therefore, the three-phase output voltages will become distorted. Fig. 6(c) shows the output power injected by IBR1. This figure shows that the real and reactive powers become oscillatory with large variations. Since the IBRs communicate with each other via the underlying communication graph, the sinusoidal variation appears in all IBRs.

V. CONCLUSIONS

Enabling 5G communication between IBRs in a microgrid can result in improved performance of CSMSP. However, this also opens the gateway to cyberthreats. This paper evaluates the performance of 5GCSPM under different cyberattack scenarios to outline its vulnerabilities for future cybersecure designs. The modified CIGRE North American MV distribution benchmark system with 28 IBRs is built in PSCAD/EMTDC software to construct the physical layer. The cyber layer is created by enabling TCP/IP communications between PSCAD/EMTDC and Raspberry Pi4. DoS and FDI attacks are conducted on the TCP/IP connection to evaluate the performance of 5GCSPM during time-domain simulations. Simulation results demonstrate that cyberattacks can have a adverse effect on the stability of 5GCSPM by changing the output voltage and power of IBRs.
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