ABSTRACT

Novel design methodologies are often evaluated through empirical studies involving human designers. However, such empirical studies can incur a high personnel cost. Further, it can be difficult to isolate the effects of specific team or individual characteristics. These limitations could be bypassed by employing a computational model of design teams. This work introduces the Cognitively-Inspired Simulated Annealing Teams (CISAT) modeling framework, an agent-based platform that provides a means for efficiently simulating human design teams. A number of empirically demonstrated cognitive phenomena are modeled within the platform, striking a balance between model simplicity and direct applicability to engineering design problems. This paper discusses the composition of the CISAT modeling framework and demonstrates how it can be used to simulate the performance of human design teams in a cognitive study. Results simulated with CISAT are compared directly to the results derived from human designers. Finally, the CISAT model is also used to investigate the characteristics that were most and least helpful to teams during the cognitive study.

1. INTRODUCTION

Much cognitive research in engineering design has focused on individuals, despite the fact that most engineering design is actually performed by teams [1]. This work focuses on developing a better understanding of team-based design through computationally simulating the team design process. Empirical studies are a common means for exploring design cognition and for testing new design methodologies. However, these studies can incur a high personnel cost while only returning a limited amount of data. It can also be difficult to isolate the effects of specific characteristics. This work introduces a computational framework that simulates team-based engineering design through creating software agents that directly solve engineering problems. In addition to offering a resource efficient test bed for evaluating design strategies, this framework can be used to test the conclusions from cognitive studies. It can be used to peel apart aspects of human design, and provides a succinct representation of designer behavior. The purpose of the framework is not to replace cognitive studies, but rather to augment traditional methods of investigation, accelerating the discovery of improved design methodologies.

When solving a problem, humans tend to learn strategies that can be expressed in terms of the move operators that apply to the problem [2,3]. Solution strategies can also be expressed in terms of search breadth. Expert designers employ a mixture of different breadth- and depth-first search strategies during solving [4]. The selection of appropriate search strategies is further impacted by the presence of known goals or targets. It is known that individuals tend to satisfice, meaning that they only search the solution space until a solution that satisfies relevant targets is found [5]. It is not uncommon for designers to have direct knowledge of goals during the design process. For instance, the widely used target costing method determines goals before design begins, and these goals are used to guide the search for solutions throughout the design process [6,7].

Teams are composed of individuals who strive towards a common goal [8]. When members of a team interact while working towards the goal, they perform better than individuals working alone [9,10]. Interaction is usually observed to occur organically, taking place at irregular intervals [11]. The performance boost from interaction is caused by the ability of a team to initially diverge to explore a variety of options, but then converge at the right time, focusing the attention of the team members on a diminishing set of alternatives [12,13]. However, premature convergence on a single solution can be detrimental to solution quality [14]. For that reason, designers are typically taught to explore multiple solution concepts [15,16].
members of high-performing teams tend to pursue slightly different solution concepts when solving well-defined problems [17], indicating that members of a team don’t always greedily pursue the solutions with highest apparent quality. Therefore, though team members may factor design quality into decisions, they freely pursue designs that may currently display lower quality. Interaction between members of a team is further tempered by preference for one’s own designs. In particular, designers are known to largely favor their own designs, often preferring to apply numerous patches to early design concepts than explore alternatives [18,19]. Designers have also been shown to preferentially evaluate their own solution concepts [20].

A significant amount of work has attempted to simulate the performance of both teams and individuals [21]. For instance, both the Virtual Design Team model, and another model applied to teams at NASA’s Jet Propulsion Laboratory, incorporate detailed descriptions of design team organization and interaction [22,23]. Both models were used to simulate complex design tasks, but were also burdened by high model complexity. Still other work has utilized agent-based models to explore the formation of mental models during team problem-solving [24,25]. That work obtained results that agreed qualitatively with the literature, but only explored one- and two-dimensional continuous problem domains, and was not compared to the results of any human studies. A recent agent-based model also explored the effect of team structure on team effectiveness and the formation of transactive memory [26]. That work also obtained results that agreed qualitatively with the literature, but modeled the design problem as an abstract task network instead of directly solving a concrete design problem. Other work simulated with great detail the tasks involved in an integrated product development team, but did not apply the model to a real design task, or offer empirical validation [27]. Regarding the simulation of individuals, simulated annealing [28], a stochastic optimization algorithm, has been used as an effective model for the efforts of individual human problem-solvers [29]. More recent work has demonstrated the potential benefit of using computational agents to rapidly test and refine rule-based search strategies that can then be provided to human designers [30]. There, both computational agents and human participants solved a continuous domain problem with a small number of variables, but the work was not extended to more complex problems.

This work introduces the Cognitively-Inspired Simulated Annealing Teams (CISAT) modeling framework. The CISAT framework differs from other simulation models because it strikes a balance between model simplicity and direct applicability, offering a succinct modeling framework that can be used to directly solve engineering design problems. Further, the framework enables an analysis of which attributes of a solution strategy most impact the solution outcome. This paper first provides a description of the characteristics that are modeled within CISAT. Next, the CISAT framework is used to simulate the results of a cognitive study [17]. These results are directly compared to results derived from human designers performing an identical task. Following this validation, the CISAT model is used to evaluate which characteristics were most and least helpful to teams during the cognitive study.

2. THE MODELING FRAMEWORK

The CISAT modeling framework is an agent-based platform that is intended to simulate the process and performance of human design teams. A conceptual flowchart for the CISAT modeling framework is provided in Figure 1. Although only three agents are depicted in the flowchart, the framework is general and can model larger teams.

The CISAT framework models 8 characteristics of design teams that are articulated in the literature. These characteristics are listed briefly below, and explained in greater detail in subsequent sections:

1. Multi-agency: A team is a collection of individuals with a common goal [8].
3. Quality-informed solution sharing: Members of a team tend to focus on the most promising alternatives,
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**FIGURE 1. CONCEPTUAL FLOWCHART FOR CISAT FRAMEWORK**

---
but don’t do so greedily [17].

4. **Quality bias reduction:** Teams develop multiple solution concepts to avoid premature convergence [14–16].

5. **Self-bias:** Designers tend to be biased in favor of their own designs [18,19].

6. **Operational learning:** Individuals learn strategies over the course of solving [3].

7. **Locally Sensitive Search:** Designers select from a range of breadth- and depth-first search strategies as they explore the design space [4].

8. **Satisficing:** Individuals only search the solution space until a solution is found that satisfies relevant targets [5].

In the following sections, all randomized choices from a discrete set of alternatives are treated as random draws from a multinomial distribution (which can be thought of as the roll of a weighted die). All random choices that involve selecting a value from within some range are treated as random draws from a uniform distribution (equal probability for all values in the range).

### 2.1. Multi-agency

The modeling framework is based upon collaboration between multiple software agents. A software agent, referred to simply as an agent in this work, is a computational routine that senses an environment and independently responds to that environment [31]. For CISAT agents, the environment is the problem space, and they sense it by evaluating potential solutions. Agents then respond by creating, sharing, and refining solution concepts. Within CISAT, every human designer is modeled by exactly one agent. These agents share a common goal (the minimization of an objective function) making them a suitable proxy for members of a team [8].

### 2.2. Organic Interaction Timing

The amount of inter-member communication varies between teams, and occurs at irregular intervals [11]. Similarly, interaction between agents in CISAT occurs probabilistically. Agents independently and probabilistically choose whether or not to interact at the beginning of every iteration. If an agent chooses not to interact, then it continues to iteratively modify its own design. If an agent chooses to interact, it selects a design to explore from amongst the design alternatives currently being pursued by the team (it may select its own design through this process). The selection probability is imperfectly informed by the relative quality of design alternatives, and adjusted to account for self-bias.

### 2.3. Quality-informed Solution Sharing

Although a team is composed of individual problem-solvers, there is often additional benefit that is derived from interaction between the individuals [9]. This arises from the ability of a team to explore a variety of options, but also focus the attention of the team members on a shrinking set of the most promising alternatives [12,13]. Even members of high-performing teams tend to pursue slightly different solution concepts while solving well-defined problems [17], indicating that members of a team don’t always greedily pursue the solutions with highest quality. Therefore, though team members may factor design quality into decisions, they freely pursue designs that may currently display lower quality.

The CISAT selection process attempts to model the above description of interaction by allowing agents to probabilistically choose to adopt the current design of any other agent in the team. The selection probability of a design is proportional to its weight, $W$, which is defined as:

$$ W = -F + \max(F). $$

The vector $F$ contains the objective function value for each design in the set of designs currently being pursued by the agents of the team. This equation makes the selection probability of each design proportional to its quality (relative to other available designs). Once the weighting vector, $W$, has been computed, the agent selects a design alternative by choosing a design with probability proportional to its weight. This selection process can be visualized as the spin of a roulette wheel, or the roll of a loaded die. Once an agent has selected a design alternative to pursue using this probabilistic process, it proceeds to modify that design independently using an internal process structured similarly to simulated annealing.

### 2.4. Quality Bias Reduction

Note that in the weighting vector $W$, the weight placed on the worst design is 0. This means that agents are incapable of selecting the worst design when interacting, and abandon it automatically. This detail could lead to premature convergence within the team, which can be harmful to design [14]. Although novice designers are often taught to explore multiple solution concepts [15,16], expert designers do not generally exhibit this behavior [32]. This implies the existence of a range of strategies that are employed along the spectrum from novice to expert. To imbue CISAT with the ability to accommodate this range, a small additional weight is added to $W$:

$$ W \leftarrow W + k_{QBR} \cdot 1 $$

The variable $k_{QBR}$ (chosen from the range $[0, 1]$) controls the strength of quality bias reduction, and 1 is the ones vector. This reduces the effect of the agents’ bias towards designs of high quality. This also places non-zero weight on the worst design alternative, meaning that agents are free to pursue any solution concept.

### 2.5. Self-bias

Designers tend to be biased in favor of designs that they have generated or spent substantial time working on [18,19]. Therefore, CISAT agents are also made to favor their own designs. This is implemented during interaction between agents. Before an agent selects a design to pursue using Equation 2, the agent adds additional weight to the element in $W$ that corresponds to its own design:

$$ W_i \leftarrow W_i + k_{SB} $$

The variable $k_{SB}$ (chosen from the range $[0, 30]$) controls the strength of self-bias, and the subscript $i$ denotes the index for
2.6. Operational Learning

The actions that can be used to modify a solution are typically referred to as move operators and are inherently problem specific [2]. Human problem-solvers tend to learn strategies in terms of these move operators [3]. CISAT agents are also provided with a mechanism to learn which move operators are most helpful to design.

With the CISAT framework all move operators initially have an equal probability of being selected and applied to the current solution (unless a prior distribution over move operators can be inferred for the specific problem). Agents learn by first selecting a move operator, and using it to modify the current solution. The new solution is then evaluated using the objective function. If the application of the move operator improved the objective function, the probability of applying that move operator in the future is increased. However, if the application of the move operator gave the solution a worse objective function value, the probability of applying the move operator is decreased.

2.7. Locally Sensitive Search

It is known that expert designers tend to use a mixture of depth- and breadth-first solution strategies [4], indicating the value of tailoring search strategies to local characteristics of the design space. CISAT is based on the simulated annealing methodology, so the annealing schedule controls the progressive transition from initial explorative search to final deterministic search. To mimic the locally sensitive search strategies of human designers, every CISAT agent is given an independently-controlled Triki adaptive annealing schedule [33]. This annealing schedule uses the variance of the quality of past solutions to update the temperature, helping agents respond appropriately to the local design space.

2.8. Satisficing

Decision makers tend to satisfice, meaning that they only search the solution space broadly until a solution that satisfies relevant targets is found [5]. Further, engineers and designers tend to have access to such goals [6,7]. Therefore, satisficing may play a crucial role in the design process. The effect of satisficing is implemented in the CISAT framework by increasing an agent’s temperature if their designs are far from satisfying relevant targets. The effect of this increase is that the temperature decreases rapidly once a satisficing solution is found, making search more deterministic. However, the temperature remains high until such a solution is found, promoting broad search for a fruitful region of the design space.

3. APPLYING CISAT TO TRUSS DESIGN

As a means of validation, the CISAT modeling framework will be used to model the results of a cognitive study on design teams previously conducted by McComb et al. [17]. A summary of the original cognitive study will be provided, followed by a description of how CISAT was configured to model the study. The original results of the cognitive study will also be directly compared to the results from the CISAT simulations.

3.1. Summary of the Truss Design Study

The cognitive study tasked 16 teams of 3 engineering students with the design of a truss structure. Over the course of the study the design problem was changed twice via the introduction of modified problem statements. Participants were given access to a graphical truss design program that allowed them to create, evaluate, and share truss designs within their teams.

Teams designed over the course of six 4-minutes design sessions. The first problem statement (PS1) provided to teams required them to design a truss structure with a factor of safety of 1.25, and a mass as low as possible. Figure 2 depicts the two loading points and three supports that were required for every design.

![Figure 2. Diagram of Problem Statements 1 and 2](image1)

After working on PS1 for three of the 4-minute design sessions, the participants were given the first of two modified problem statements. PS2 required participants to consider the removal of any one of the bridge supports (leaving only two supports intact at a time). This problem statement required a factor of safety of 1.0, and mass as low as possible.

![Figure 3. Diagram of Problem Statement 3](image2)

After working on PS2 for one 4-minute design session, the participants were given the second modified problem statement (PS3). This modification required participants to design their truss around the obstacle shown in Figure 3. PS3 required a factor of safety of 1.25, and mass as low as possible. Teams worked on PS3 for the last two 4-minute design sessions.

Participants were also given a mass target for each of the problem statements, thus invoking satisficing tendencies. This mass target will be incorporated into CISAT’s satisficing
temperature component. Each problem statement also had a constraint on the factor of safety, which will be addressed in the CISAT objective function as a penalty.

3.2. Analysis

Analysis of results from both the cognitive study and the CISAT simulation will be performed using three metrics. The first metric, strength-to-weight ratio (SWR) of best design, tracks the best design produced by a team over time. This allows the quality of the team’s best design to be visualized over time. The SWR for a given design is calculated as

\[ SWR(x) = \left( \frac{FOS_x}{FOS_{REQ}} \right) \left( \frac{m_x}{m_{TARGET}} \right)^{-1}. \]  

The variables \( FOS_x \) and \( m_x \) are the factor of safety and mass of truss design \( x \), respectively. Similarly, \( FOS_{REQ} \) is the required factor of safety, and \( m_{TARGET} \) is the required mass (per the relevant problem statement). The factor of safety of a truss is determined using standard structural analysis techniques [34]. The SWR is used only to communicate results, and is not used directly for tracking the best design. A full description of the method used to track the best design can be found in [17].

The second metric, average pairwise distance, is a means of quantifying divergence (or disagreement) within a team. It is computed as the distance between the designs being explored by any two members in a team at a given instant, averaged across all combinations of two team members. The distance between truss designs is measured in the number of move operators that must be applied to change one design into another [17]. This is similar to the concept of average pairwise similarity used in other work [9,13,35].

The third metric, frequency of topology operations, provides a way to measure how teams change their solution strategies over time. Specifically, it tracks the proportion of topology operations in each 4-minute design session. A topology operation is any operation that modifies the connectivity of the truss (adding or removing joints or members). All other operations are shape operations (changing the size of members or moving joints).

The analysis further involves comparing high- and low-performing teams. Teams are assigned to these two groups based on their cumulative performance across problem statements. The method used to rank teams is identical to that employed in [17]. The top 31.25% of teams are designated as high-performing teams, while the lowest 31.25% are designated as low-performing teams. The 31.25% cut-off was chosen to match up directly with the cut-off used in the original analysis of the study.

3.3. CISAT Configuration

Configuring CISAT to simulate team performance on a problem involves defining appropriate objective functions, implementing a method for instantiating a design, creating move operators to modify designs, and selecting values for other miscellaneous parameters required by CISAT.

Simulating this cognitive study requires three objective functions, corresponding to the three problem statements. Every objective function is in the form of the mass of the design plus a penalty to resolve constraints on the solution. The first objective function only places a constraint on the factor of safety:

\[ f_{PS1}(x) = m_x + g_{FOS}(x). \]  

In Equation 4, \( m_x \) is the mass of design \( x \), and the function \( g_{FOS}(x) \) computes an appropriate penalty if the factor of safety is too low. This penalty is computed as

\[ g_{FOS}(x) = 10^4 \cdot \max(0, FOS_{REQ} - FOS_x)^2. \]  

The variable \( FOS_{REQ} \) is the factor of safety required for the current problem statement (1.00 for PS2, and 1.25 otherwise), and \( FOS_x \) is the factor of safety of truss design \( x \).

The second objective function, \( f_{PS2} \), applies the maximum FOS penalty across a variety of support cases, per PS2:

\[ f_{PS2}(x) = m_x + \max \left( \frac{g_{FOS}(x)}{g_{FOS}(x_{-5i})} \right) \cdot \frac{g_{FOS}(x_{-5i})}{g_{FOS}(x_{-5i})}, \]  

The notation \( x_{-5i} \) represents the design \( x \) with the \( i \)th support removed. Therefore, the function \( f_{PS2} \) applies the highest penalty, considering the same set of support conditions required in PS2.

The third and final objective function is very similar to the initial objective function, but incorporates a second penalty function, \( g_{OBS} \), which penalizes the solution for violating the obstacle shown in Figure 3:

\[ f_{PS3}(x) = m_x + g_{FOS}(x) + g_{OBS}(x). \]  

The second penalty function, \( g_{OBS} \), imposes a penalty based on \( J_x \), the number of truss joints within the obstacle, and \( L_x \), the cumulative member length within the obstacle:

\[ g_{OBS}(x) = 10^4 \cdot (J_x + L_x^2). \]  

Agents instantiate their truss designs by first determining how many joints the truss design will have by drawing a random integer. For this work the number of joints is restricted to fall between 8 and 30, inclusive. The location of each joint is chosen so that every joint is approximately equidistant from its nearest neighbors. Delaunay triangulation is then used to determine a stable pattern for connecting the joints using structural members. Only one joint or one member is added per iteration until the initial layout is completed. If an agent’s design becomes statically indeterminate over the course of the simulation, it is permitted to instantiate a new truss design.

Move operators must be defined to allow agents to act upon and modify their solutions. The operators defined for this work are listed and described below:

MO1. Add a member: The two nearest unconnected joints are connected with a member.

MO2. Change the size of a member: A member is selected with probability proportional to \( |FOS - FOS_{REQ}| \). If at least one member is failing, only failing members are
selected from. Once a member is selected, its size is increased if $FOS < FOS_{REQ}$, and decreased otherwise.

MO3. Change the size of all members: If the majority of members have factors of safety greater than $FOS_{REQ}$, the size of every member is increased. Otherwise, the size of all members is decreased.

MO4. Delete a member: A member is probabilistically selected with probability proportional to its factor of safety. The selected member is then deleted.

MO5. Move a joint: A joint is selected at random. A greedy and deterministic search algorithm is then used to improve the location of the joint.

MO6. Delete a joint: A joint is probabilistically selected with probability proportional to the sum of the factors of safety of all members connecting to the joint. The selected joint is then deleted.

MO7. Brace a member: A member is selected for bracing from the set of members that are both in compression, and have a factor of safety less than $FOS_{REQ}$. A joint is inserted in the middle of the selected member. The new joint is then connected to the nearest joint that it is not already connected to. This move operator is completed over the course of 2 iterations.

MO8. Add a joint and attach: A joint location is selected using a procedure identical to that used in MO1. A joint is created at that location, and members are connected between this joint and the three nearest joints. This move operator is completed over the span of 4 iterations.

This set of move operators is designed to reflect the operations available to human participants in the cognitive study (MO1-6), and also to allow simple heuristic operations (MO7-8).

Participants in the cognitive study had to begin designing their truss by laying out a network of joints and members. Therefore, study participants must have begun with a higher probability of applying move operators that would enable this layout process. To model this aspect in CISAT, the probability of MO1 (adding a member) is increased according to the number of members in the initial layout. Similarly, the probability of MO8 (add and attach a joint) is increased according to the number of joints in the initial layout.

In order to ensure further parity between CISAT simulations and the original cognitive study, agents in CISAT were made to apply move operators at the same average rate as human study participants. An analysis of the data recorded in the original cognitive study indicated that the average individual applied one operation every three seconds. Therefore, over the course of six 4-minute design sessions (1440 seconds), the average individual applied 480 moves. Every CISAT agent was also allowed this number of moves.

3.4. Comparison of Results

Of the 16 teams that took part in the original cognitive study, 5 were designated as high-performing, and 5 as low-

performing, based on an evaluation of their final design solutions. In order to establish a better statistical representation, 64 teams (4 times the number of teams in the cognitive study) are simulated using CISAT. Of these teams, 20 are designated as high-performing and 20 as low-performing. A comparison between the results of the original cognitive study and those simulated using CISAT is provided in Figure 4. The vertical, black lines indicate the introduction of a new problem statement.

The CISAT framework reproduces several of the main trends that are apparent in the original results from the cognitive study. For instance, the high-performing human teams showed an early divergent period, followed by a pattern of fairly constant average pairwise distance (see Figure 4(c)). This is echoed in the CISAT simulation (see Figure 4(d)). The low-performing human teams show higher average pairwise distance, and a period of divergence near the end of the study. This behavior is also evidenced in the CISAT simulation. CISAT also predicts the correct mean trend for frequency of topology operations (see Figure 4(e) and (f)). Both human teams and CISAT teams show an initial decrease in topology operations, followed by an increase after the introduction of the new problem statements.

The Pearson correlation coefficient (PCC) is used to quantify the degree to which the CISAT framework reproduces the mean trends of the cognitive study. The Pearson correlation coefficient measures the linear correlation between two variables, and returns a value between -1.0 (indicating a perfect negative correlation) and +1.0 (indicating a perfect positive correlation). A summary of Pearson correlation coefficients for the three metrics used for comparison between human and CISAT results is provided in Table 1.

<table>
<thead>
<tr>
<th>Metric</th>
<th>High-Performing Teams</th>
<th>Low-Performing Teams</th>
<th>All Teams</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWR of Best Design</td>
<td>0.879 $(\rho &lt; 10^{-5})$</td>
<td>0.786 $(\rho &lt; 10^{-5})$</td>
<td>0.876 $(\rho &lt; 10^{-5})$</td>
</tr>
<tr>
<td>Average Pairwise Distance</td>
<td>0.676 $(\rho &lt; 10^{-5})$</td>
<td>0.741 $(\rho &lt; 10^{-5})$</td>
<td>0.787 $(\rho &lt; 10^{-5})$</td>
</tr>
<tr>
<td>Freq. of Topology Operations</td>
<td>0.951 $(\rho &lt; 0.005)$</td>
<td>0.890 $(\rho &lt; 0.05)$</td>
<td>0.936 $(\rho &lt; 0.01)$</td>
</tr>
</tbody>
</table>

The coefficients provided in Table 1 are always above 0.65, and the majority of them are above 0.85. This quantitatively reiterates a fact that is already qualitatively evident in Figure 4. Although CISAT does not perfectly reproduce the results of the cognitive study, there is a strong positive correlation between the trends displayed in the two sets of results.
FIGURE 4. COMPARISON BETWEEN COGNITIVE STUDY RESULTS AND CISAT SIMULATION RESULTS (ALL ERROR BARS SHOW ± 1 S.E.)
The starkest difference between the CISAT simulation and the original cognitive data is found in the SWR of the best design (Figure 4(a) and (b)). It is possible that this resulted from the inability of CISAT agents to consider chains of moves. The ability of human problem-solvers to think in terms of multiple sequential moves is indicative of expert problem-solving [36], but has also been observed in individuals with little experience [37]. Therefore, although CISAT agents were applying move operators in proportions similar to those of the human truss designers, the naïve sequencing of the move operators may have had a handicapping effect. This insight indicates that implementing better models of learning and heuristic development in CISAT could lead to higher performance, and better agreement with human solvers.

4. INVESTIGATING TEAM STRENGTHS WITH CISAT

In traditional human studies, it is difficult to cull which aspects of problem solving are most influential and beneficial without running multiple studies. Even if multiple studies are possible, it is usually not feasible to isolate features entirely. However, in CISAT such assessment is straightforward and informative. This section focuses on determining the characteristics that were most helpful or harmful in performing the truss design task. By assessing the final SWR of simulated teams with and without a given feature, it is possible to evaluate the effect of that characteristic on overall performance. For instance, if the removal of a characteristic decreases the final SWR, it can be inferred that the presence of that characteristic is beneficial to the team. The results of this CISAT analysis then indicate the characteristics that are most important to effective human design teams for, in this case, the truss design problem.

The above procedure is applied to quality bias reduction, operational learning, satisfying, locally sensitive search, self-bias, and organic interaction. The effect of each characteristic is evaluated with 100 simulated teams. In the interest of simplicity, these simulated teams are only used to solve PS1. Multi-agency and solution sharing are not evaluated, since they enable basic team-like performance within CISAT. Figure 5 shows the estimated effect on the final SWR from each of the characteristics, relative to the median final SWR of the unmodified CISAT model. The median of the data is used to communicate the results because it is more representative of central tendency than the mean. In addition, the non-parametric standardized effect size is reported through Cliff’s \( \delta \) in Figure 6. Cliff’s \( \delta \) measures the extent to which two distributions do not overlap, and is more robust to non-normality than Cohen’s \( d \) [38].

As discussed in previous sections of this paper, each of the characteristics analyzed in Figures 5 and 6 has been observed in humans. The two characteristics with the largest and most significant effects (self-bias and organic interaction) specifically play a role in moderating interaction between team members or agents. These two characteristics decrease the frequency and effect of interaction when present. The absence of organic interaction increases the frequency of interaction, and the absence of self-bias increases the likelihood that an agent will abandon its current solution in favor of a solution being pursued by a teammate.

Examining the performance attributes of teams without these beneficial characteristics could offer further insight as to the cause of their poor performance. Figures 7 and 8 show the median values of the SWR of the best design and average pairwise distance during solving.

\[ \text{FIGURE 5. ESTIMATED EFFECT ON FINAL SWR (ERROR BARS SHOW } \pm 1 \text{ S.E.)} \]

\[ \text{FIGURE 6. CLIFF’S } \delta \text{ STANDARDIZED EFFECT SIZE (ERROR BARS SHOW 90% CONFIDENCE INTERVALS)} \]
Because self-bias and organic interaction play a role in moderating communication between agents, these results emphasize the crucial role of interaction in human teams [9–11]. Self-bias encourages individuals to continue work on their current solution concept, adding significant detail and critical refinement. Organic interaction decreases the frequency of communication, therefore increasing the extent to which individuals refine their current solutions between interactions. The absence of either one of these characteristics could lead to a state in which the creation of consensus (low divergence) becomes a driving factor in the design process. Such a state is similar in many ways to groupthink, a psychological phenomena characterized by the search for consensus with little regard for critical evaluation of concepts [39]. It has been theorized that groupthink may detrimentally affect decision-making teams [40].

The above analysis compared the median values of several groups of teams, where all teams within a group had the same active characteristics (either all characteristics on, self-bias turned off, or organic interaction turned off). Now, trends within groups of teams that have the same active characteristics will be examined by computing the correlation coefficient between final average pairwise distance and final SWR. For teams simulated with all characteristics turned on, the Pearson correlation coefficient between these two variables is -0.446. For teams simulated without self-bias, the correlation coefficient is -0.481, and for teams simulated without organic interaction it is -0.301. Similar negative correlations are observed with the removal of other characteristics, and all correlations are highly significant (p < 0.005). This indicates that low final average pairwise distance tends to occur in teams that also have a high final SWR. Therefore, relative to other teams with the same active characteristics, a team that shows low final divergence is likely to produce a high quality solution.

A similar trend was identified when the truss design problem was solved by human designers [17]. There, the relationship was attributed to expert-like characteristics of high-performing teams. Expert designers have been shown to quickly commit to a single solution concept [32]. The fact that expert solutions tend to be of high quality is indicative of the fact that expert designers are capable of selecting a good initial representation of the problem, and do not need to search divergently. Although the agents created in this work are not intended to be experts, they are still created with a variety of initial representations with varying levels of quality. A team with a lower quality representation may need to search divergently in an attempt to improve that representation. However, a team with a high quality representation has no need to refine their representation through broad search. Thus, the same mechanism (variable quality of initial representation) may have given rise to a similar trend (negative correlation between divergence and quality) in both human- and agent-based studies.

5. CONCLUSIONS

This work introduces the Cognitively-Inspired Simulated Annealing Teams (CISAT) modeling framework, an agent-based platform for simulating team-based engineering design. This framework was used to directly simulate the results of a cognitive study in which teams of engineering students tackled a structural design problem. A comparison of the CISAT simulated results to those of the original cognitive study revealed a high degree of linear correlation between the two. This indicates that CISAT is capable of capturing the trends observed in humans solving a simplified engineering design
task. Next, CISAT was used to explore the particular characteristics that were most beneficial to teams in solving this task. This analysis indicated that proper interaction (specifically self-bias and organic interaction timing) was crucial to enabling team success in the truss design task. Further analysis revealed the importance of flexible design methods that allow for sufficient, but not excessive, divergent search.

Only cognitive phenomena that have been demonstrated within the domains of design or problem-solving were modeled in this work. However, the validated CISAT framework can now be used as a platform to simulate the effects of biases that have not been explicitly demonstrated in those domains. The results of such simulations could be used to formulate promising studies to be carried out with human test subjects.

The current validation study has demonstrated that the CISAT modeling framework is capable of accurately modeling small teams. CISAT may also be useful for simulating larger teams with more complex, hierarchical structures. For instance, an organization composed of multiple sub-teams could be modeled as a conglomeration of CISAT teams, each working on a specific sub-task and communicating parameter values through an inter-team protocol. Further work would likely be necessary to extend CISAT for such simulations, specifically with respect to coordinating work between teams.

Future work will seek to implement more detailed models for learning and heuristic development within the CISAT framework. The CISAT framework will also be used to model additional design problems to provide opportunities for further validation and refinement.
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