Empirical uncertainty bounds of damping estimates of an offshore wind turbine in idling conditions
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Abstract

Structural damping is a critical quantity for condition assessment and fatigue lifetime prediction in wind energy. Its estimation from operational vibration data comes with a considerable amount of uncertainty, derived from environmental and operational variability and from the quality of the estimation process itself. In this paper, we aim to determine experimentally the damping values and their least possible uncertainty bounds for the first two modes of an idling offshore wind turbine. For this purpose, we use field measurements from a 3.6 MW offshore wind turbine located at the DanTysk wind farm. We select a subset of cases from the wind turbine on idling condition for a confined interval of environmental and operational conditions, in an attempt to minimize operational variability in the damping estimates. In addition, we make a study on the adjustment parameters of the automated operational modal analysis method, aiming at obtaining most consistent damping estimates.
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1. Introduction

One of the major costs of an offshore wind farm is related to the foundations that support the Offshore Wind Turbines (OWTs) themselves. The structural design of the foundation structure is mainly governed by fatigue loads, which in turn depend on the environmental and operational conditions in which the OWT operates. Fatigue loads on the foundations are normally assessed through numerical simulations where damping becomes a critical input parameter. Due to the complexity of the system and existing
knowledge gaps, a number of simplifications and assumptions are introduced into these models [1]. Hence, the damping values applied in the simulations are affected by a certain level of conservatism. The actual damping of an OWT can only be estimated from measurements on the actual structure. Due to the physical size and variable operating conditions of OWTs, and the fact that it is impractical to excite the structure artificially, classical experimental modal analysis techniques are not suitable for accurate modal parameter identifications. Instead, Operational Modal Analysis (OMA) is preferred, as it only relies on measured response signals [1, 2, 3].

Estimation of modal parameters involves a certain degree of uncertainty. For OMA of large civil structures, it is known that in most cases Modal Parameter Extraction (MPE) methods yield consistent estimates of natural frequencies and mode shapes. Nonetheless, it is also known that corresponding damping values are more difficult to estimate reliably. Therefore, for OWT design, it is not only important to consider a point estimate of damping, but also to understand its variability –uncertainty bounds–.

From a theoretical perspective, the uncertainty of modal parameter estimates can be separated into bias or random errors [4, 5]. Bias errors originate from model misspecification, namely when the model behind the MPE method does not match the data. This happens either when the model order is too low or too high, or as non-linearity or non-stationarity in the data emerges. On the other hand, the random error (or variance of the estimates), arises from the underlying randomness either in the excitation or in the environmental/operational conditions. In overall, while it is possible to reduce both random and bias errors to a certain extent by controlling the experiment and adjusting the MPE method, there is an irreducible uncertainty that will always take part of the estimates.

Analytical methods can be used to quantify the uncertainty of modal parameter estimates based on the vibration data characteristics. This can be done by means of perturbation methods attempting at determining the sensitivity of modal parameters to variations in vibration response data [4, 5, 6]. More recently, Bayesian methods have been introduced, which attempt at obtaining a probability density function of the modal parameters conditioned on the observed data [7, 8]. These uncertainty quantification methods have been mostly validated on numerical or controlled short-term monitoring data, and have demonstrated a good match between analytical and experimental results.

Nonetheless, uncertainty in modal parameter estimates explodes when performing OMA on long-term monitoring data, especially in the case of OWTs. Main factors comprise [9, 10]:

- The significant variability of environmental conditions, which introduces slowly-changing non-stationary dynamics. For instance wind and wave properties, precipitations, soil conditions and temperature.

- The associated changes on operational regimes (standstill, idling, normal power production, and so on) following wind conditions and operational demands, which shift the OWT dynamics between different regimes.

Variable operational regimes lead to different types of dynamics when the OWT is at standstill, idling or producing power. In particular, if the blades are rotating, time-periodic dynamics are activated, which violates the assumption of linear time invariant
dynamics considered in most OMA methods. In practice, this means that damping estimates are less precise unless the OMA method directly addresses time-periodic dynamics [11, 12]. Otherwise, to avoid the effect of rotational dynamics, most studies are limited to standstill or idling conditions of the wind turbine [2, 3, 13].

Moreover, even if the OWT is at standstill or parked, its dynamics are sensitive to environmental and operational factors. Thus, damping estimates obtained from any MPE method will be comprised by different contributions derived from structural, aeroelastic and hydroelastic dynamics, and other factors including soil and tuned mass-damper contributions [3, 14, 15]. Consequently, it is necessary to decouple all these contributions before being able to assess any of the contributing factors. To do so, it is necessary to (i) shrink the analysis period to limit the effect of non-stationarity in the MPE method, but still long enough to facilitate consistent estimates; and (ii) correlate damping estimates with environmental factors so that their effect can be isolated, or minimize the variability of environmental factors in the dataset, so that uncertainty of modal parameter estimates is minimal [14, 16]. The first condition sets a tradeoff for the optimal analysis period; the second implies measurement of additional environmental parameters or a limitation of the cases included in the analysis.

Other factors include the effect of the MPE method itself. Some studies have made a comparison of the performance of various MPE methods [1, 15, 16, 17], concluding that while in overall most methods are able to detect the resonances, the lowest uncertainty is achieved with methods related to the Covariance-driven Stochastic Subspace Identification (SSI-COV) algorithm, which includes also the Multi-reference Ibrahim Time Domain (MITD) method [18]. Nonetheless, the optimal performance of each algorithm is bound to various decisions, for instance the data length, the number of correlation lags, the model order, selected sensors, among others [17, 19, 20, 21].

Along these lines, there is also the problem of tracking and matching the modal parameter estimates obtained at different analysis periods. Due to the considered data volumes, the task of selecting physical modes from frequency stabilization diagrams needs to be automated in some way. This comprises some type of statistical analysis, like clustering [3, 2, 9], triangulation algorithms [22], or histogram bin analysis [23, 18]. As in the case of MPEs, the performance of these Automated OMA (AOMA) methods is determined by different selections made while tuning the algorithms. These selections are often made considering a particular structure of the correlation functions. However, these considerations can easily change due to the non-stationary nature of the vibration response of OWTs [18, 24, 25]. Therefore, it is not feasible to select a single set of adjustment parameters that will work optimally for an entire long-term monitoring session. So, even though there is a rough idea of the effect of these selections on the performance of AOMA methods, there is no precise knowledge of their actual significance. More precisely, how exactly these selections affect the estimates of damping from long-term monitoring data.

The main aim of this work is to determine experimentally the damping value and minimize the uncertainty bounds of the first two modes (fore-aft and side-to-side) of an idling OWT from long-term vibration monitoring data. In doing so, we make use of an AOMA method based on the MITD method on data from an idling OWT in a confined interval of environmental and operational conditions, and perform a study on various critical parameters (analysis period, correlation lags, model order, mode detection thresholds) influencing the estimates of damping, while attempting at coming as close as possible to the irreducible random error.
For this purpose, we use field measurements from a 3.6 MW offshore wind turbine (OWT) located at the DanTysk wind farm acquired in the period between June 2019 and June 2021. In a previous work [25], the uncertainty bounds for the total damping of an offshore wind turbine were investigated for a single one-hour idle case. In the present work, we extend the analysis to 71 idling cases selected from within this period, corresponding to a confined interval of environmental and operational conditions. This confined analysis is used to limit to a major extent the effect of environmental and operational variability in the uncertainty of damping estimates, so that the obtained uncertainty bounds are as close as possible to the irreducible error.

Accordingly, the main contributions of this work are: (i) the experimental determination of uncertainty bounds for damping of the first two OWT tower modes in the idling condition; (ii) the assessment of the influence of the different adjustment parameters of AOMA, including those of modal parameter estimation, required to obtain those minimal uncertainty bounds.

This work is organized as follows: in Section 2 we explain the experimental setup and main data sources used in this work; in Section 3 we discuss the main methodological procedures used for data analysis, including data preprocessing and automated operational modal analysis; in Section 4 we initially present a study on the effect of different adjustment parameters in the modal parameter estimates, and based on those findings, we provide the uncertainty bounds for damping estimates. Following this, we discuss our findings and compare them with other works in the literature in Section 5, while final conclusions of this work are presented in Section 6.

2. Experimental setup

The field measurements investigated in this paper originate from a 3.6 MW Siemens offshore wind turbine located at the DanTysk windfarm in the North Sea. The turbine is 95 meters tall with a rotor diameter of 120 meters equipped with 9 high-accuracy triaxial DC accelerometers (model: TRV-3301-1) as shown in Figure 1. The height of all sensors is defined in relation to the Lowest Astronomical Tide (LAT) level. The accelerometers measure with a 1 % accuracy in the frequency range from DC to 100 Hz and the overall measurement accuracy for the calibration is 2.5%. Throughout this paper, sensors are enumerated top-down, so that the top sensor is named Sensor 1, while the bottom sensor is named Sensor 9. The accelerometers are connected to a Data Acquisition (DAQ) platform (Models: IC-3171 Industrial Controller and NI 9239 BNC). Vibration data is measured with a sampling frequency, $f_s$, of 25 Hz, with a measurement duration of one hour. A specifically developed system in LabView handles the storage of data records. From each triaxial accelerometer, only the two channels corresponding to the accelerations in the horizontal plane are considered in the subsequent analysis.

In addition to the dedicated tower acceleration measurements, operational and environmental data sampled with 10 Hz is also available from the Siemens Turbine Condition Monitoring (TCM) system installed at the nacelle. Information includes rotor speed, yaw angle, pitch blade angle, wind speed, and acceleration measured in both the fore-aft and the side-side direction at the nacelle. Additional environmental data, comprising wave height (sampling period of 60 seconds), and wind and wave direction (sampling period of 600 and 1800 seconds, respectively) are collected from the Research platform in the
North Sea and Baltic Sea No. 3 (FINO3), which is a meteorological mast located less than 3 km from the turbine investigated in this paper.

The main properties of the three data sources considered in this work are summarized in Table 1. As these data sources originate from independent measurement systems, direct synchronization could not be enforced. We show how the synchronization issue was solved in Section 3.

Table 1: Main properties of the three data sources used in this work

<table>
<thead>
<tr>
<th>Data source</th>
<th>Data streams</th>
<th>Sampling rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dedicated tower monitoring system</td>
<td>Horizontal accelerations at 9 levels in the tower</td>
<td>25 Hz</td>
</tr>
<tr>
<td>Siemens TCM system</td>
<td>Rotor speed, yaw angle, pitch blade angle and wind speed</td>
<td>10 Hz</td>
</tr>
<tr>
<td></td>
<td>Nacelle acceleration (fore-aft and side-to-side)</td>
<td>10 Hz</td>
</tr>
<tr>
<td>FINO3 meteorological mast</td>
<td>Wind direction, wave direction and wave height</td>
<td>1/600, 1/1800 and 1/60 Hz, respectively</td>
</tr>
</tbody>
</table>

3. Methodology

3.1. Preprocessing of experimental data

Synchronization of data streams. Since the tower acceleration signals and yaw angle originate from independent measurement systems, it is necessary to synchronize first the two systems and adjust the timestamps accordingly. For this purpose, we assess the cross-correlation between the tower acceleration data with the nacelle acceleration data from the TCM system (synchronized with the yaw angle) and determine the time lags required to achieve maximum correlation. Cross-correlation is measured in terms of the Time Response Assurance Criterion (TRAC) calculated between the two vectors formed by the acceleration time series of each of the analyzed signals [26]. The TRAC is defined as follows:

$$\text{TRAC}_{xy} = \frac{\|\{x\}^T\{y\}\|^2}{\|\{x\}\|^2 \|\{y\}\|^2}$$  \hspace{1cm} (1)

Rotor orientation alignment. Accurate identification of the fore-aft and side-side modes in subsequent OMA requires a precise value of the Rotor Nacelle Assembly (RNA) orientation with respect to each sensor location. This can be done with the use of the expression:

$$\begin{bmatrix} z_{fa}(nT_s) \\ z_{ss}(nT_s) \end{bmatrix} = \begin{bmatrix} \cos \Psi & \sin \Psi \\ -\sin \Psi & \cos \Psi \end{bmatrix} \begin{bmatrix} z_{X+}(nT_s) \\ z_{Y+}(nT_s) \end{bmatrix}$$  \hspace{1cm} (2)

where $z_{X+}(nT_s)$ and $z_{Y+}(nT_s)$ indicate the original measured time series in the $X$ and $Y$ directions, and $z_{fa}(nT_s)$ and $z_{ss}(nT_s)$ indicate the transformed fore-aft and side-to-side time series.
Once synchronization is in place, the RNA orientation can be derived from the yaw angle plus a small offset in the orientation of individual sensors. This offset can be calculated again by comparison between the highest tower accelerometer (Sensor 1) and the nacelle acceleration signal. Thus, we calculate the TRAC between these two signals while looking for the rotation that maximizes the obtained TRAC. The corresponding angle of rotation for this transformation is subtracted from the yaw angle to find the misalignment between Sensor 1 and the TCM accelerometer. This misalignment was found to be 0.6 degrees and the sensor orientations are adjusted accordingly prior to the transformation of coordinate systems. For subsequent analyses, the local sensor frame of reference is transformed into the nacelle coordinate system to achieve a direct
identification of the fore-aft and side-side modes.

Filtering of idling cases. For estimation of uncertainty bounds from AOMA, we want to limit to the maximum the uncertainty due to operational and environmental variability, so that cases with similar modal properties are considered in the analysis. To this end, we consider responses only from the idling case. Presently, the idling condition is defined as the operational condition when the offshore wind turbine produces no power (very low rotor speed) but is not at standstill (rotor is locked) and the blades are feathered (blades of the turbine are pitched parallel to the airflow). The latter makes the aerodynamic damping contribution from the rotating blades almost negligible (for increasing rotor speeds, the aerodynamic damping contribution overshadows the remaining damping contributors including hydrodynamic damping, structural damping, soil damping, and the built-in slosh damper). The idle and standstill conditions are separated as these have different dynamic characteristics. Standstill occurs only during maintenance under mild environmental conditions whereas idling cases are mostly related to scenarios where the turbines are supposed to not produce any energy. In the latter, the environmental conditions can be much more extreme in comparison to the standstill. For this reason idle cases are often more important to investigate from a design point of view. The logical criteria for defining the idle condition are summarized in Table 2.

Table 2: Definition of the idle condition

<table>
<thead>
<tr>
<th>Cond.</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Minimum pitch angle ( \geq 80 ) degrees*</td>
</tr>
<tr>
<td>2</td>
<td>Maximum rotor speed ( \leq 1.5 ) RPM</td>
</tr>
<tr>
<td>3</td>
<td>Minimum rotor speed ( \geq 0.005 ) RPM</td>
</tr>
<tr>
<td>4</td>
<td>Maximum variation in yaw angle ( \leq 15 ) degrees</td>
</tr>
</tbody>
</table>

*Rotor blades are feathered in an 82.5-degree pitch angle.

In addition to these criteria, data are also clustered in terms of a confined interval of environmental and operational parameters. The intervals used to define the cluster of data used for subsequent analysis are shown in Table 3. With more than two years of measured acceleration data, these criteria leave us with a total of 70 data sets, each containing one-hour measurements for a particular cluster.

Table 3: Intervals for environmental and operational parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation</th>
<th>Unit</th>
<th>Min. value</th>
<th>Max. value</th>
<th>Mean value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind speed</td>
<td>( U )</td>
<td>[m/s]</td>
<td>2.7</td>
<td>4.9</td>
<td>3.7</td>
</tr>
<tr>
<td>Wave height</td>
<td>( H_s )</td>
<td>[m]</td>
<td>0.6</td>
<td>0.9</td>
<td>0.7</td>
</tr>
<tr>
<td>Yaw misalignment</td>
<td>( \theta_y )</td>
<td>[deg]</td>
<td>0.0</td>
<td>9.6</td>
<td>4.1</td>
</tr>
<tr>
<td>Wave misalignment</td>
<td>( \theta_w )</td>
<td>[deg]</td>
<td>0.6</td>
<td>173.1</td>
<td>58.4</td>
</tr>
</tbody>
</table>

Further data quality checks. Finally, a number of statistical checks are carried out in order to avoid systematic errors in time data caused by measurement inaccuracy. These checks include kurtosis, skewness, and RMS. If any of these measures show erratic values for a given time data block, then it will not be processed any further. The original time signals are also de-trended by applying a high-pass Butterworth filter (filter order: 6, cutoff frequency: 0.1 Hz).
Regarding wave misalignment, the wave direction does not necessarily follow the nacelle orientation for the idle cases investigated. Wave height is relatively low (less than one meter) across the data sets. Therefore, it is assumed that the misalignment has a negligible influence on the modal properties of the system. It must be noted that the wind direction used to calculate the yaw misalignment originates from the FINO3 database and should not be confused with yaw error. The wind direction measured at the turbine itself was not available for this paper and there might be a small variation compared to the wind directions measured at FINO3.

3.2. Automated Operational Modal Analysis – Obtaining stable damping estimates

3.2.1. Modal Parameter Extraction

Modal parameters are estimated using the Multi-reference Ibrahim Time-Domain (MITD) method [27], which is an extension of the Ibrahim time domain method presented in [28] and bears several similarities with the Stochastic Subspace Identification (SSI) method [29]. MITD allows for multiple references to be included and is applicable for OMA since it works on free decay (correlation function) estimates. Thus, the first step in the MITD method comprises building the so-called Hankel matrix based on correlation functions. The size of the Hankel matrix depends on the number of lines (correlation lags) included from the correlation functions and the number of references. Subsequently, the second step involves the compression of the Hankel matrix with the help of the Singular Value Decomposition (SVD). Since the correlation function of the noise (typically broadband noise) dies out fast, the first few time lag values are usually skipped. According to [19], the first 4-8 time lag values should be disregarded to avoid measurement noise.

For autocorrelation and cross-correlation estimates of time signals, an unbiased and consistent estimator is sought. This is achieved by deriving cross-correlation estimates from cross-spectral power spectral density estimates using Welch’s method. The cross-correlation estimator is compensated by the reciprocal of the Bartlett windows as described in [30]:

$$\hat{R}_{yx}(m) = \begin{cases} \frac{N-r}{N\Delta t} \hat{R}_{yx}(r), & \text{for } r = 0, 1, ..., N-1 \\ \frac{r-N}{N\Delta t} \hat{R}_{yx}(r), & \text{for } r = N, N+1, ..., 2N-1 \end{cases} \quad (3)$$

where $\hat{R}_{yx}(r)$ is the cross-correlation estimate calculated as the inverse DFT of the cross-spectral density estimate using Welch’s method, $N$ is the block size, and $\Delta t$ is the time increment.

The MITD method, as for most modal parameter extraction methods, requires determination of the optimal range of model orders which yields better modal results. This is often assessed through stabilization diagrams in which a graphical representation of the estimated natural frequencies is displayed for increasing model orders. Poles that are unaffected in terms of frequency by changing model order are identified as probable physical modes, while those affected by changing model order are referred to as computational or spurious modes. Identification of the probable physical modes of the system from stabilization diagrams requires certain user expertise and becomes a tedious process when multiple data sets are involved. Here we consider an automatic modal parameter extraction procedure, as described next.
3.2.2. Automated Operational Modal Analysis

In this section, we describe an Automated Operational Modal Analysis (AOMA) algorithm based on the procedure initially presented in [23]. The AOMA algorithm is based on estimates of the poles and the respective mode shape vectors (or modal participation factor) obtained using any MPE method—here MITD. The procedure can be summarized in the following steps:

1. **Histogram of natural frequencies**: A statistical representation of the pole estimates for different model orders is obtained by fitting a histogram to the natural frequency estimates.

2. **MAC calculation**: The Modal Assurance Criterion (MAC) is calculated between all mode shape vectors for every bin in the histogram whose frequency of occurrence is above a certain threshold. For completeness, the definition of the MAC is provided below, as follows [30, 31]:

   \[
   MAC_{rs} = \frac{|\{\Psi\}_r^H\{\Psi\}_s|^2}{|\{\Psi\}_r^H\{\Psi\}_r| |\{\Psi\}_s^H\{\Psi\}_s|}
   \] (4)

   where \{\Psi\}_r and \{\Psi\}_s represent the mode shapes under study, and \(H\) denotes the Hermitian transpose (conjugate transpose) of the mode shape vector.

3. **Merging of histogram bins**: Poles from neighboring bins of the histogram are merged if their MAC value satisfies the specified MAC threshold criteria. This is more computationally intensive than the AOMA procedure where neighboring modes in terms of frequency are compared to the mean mode shape vector of a particular bin.

4. **Summary statistics of physical modes**: Mean and standard deviations of the pole and mode shape vector estimates are calculated for each probable physical mode.

In our implementation of the AOMA algorithm, the following adjustments are used:

1. **Bin width**: As the present analysis focuses only on the first two tower natural frequencies, falling in the range \([0.28, 0.34]\) Hz, the bin width is adjusted so a sufficient number of bins are set in the frequency range of interest. Accordingly, a bin width of \(0.3\) Hz/300 = \(0.001\) Hz is selected, which gives a maximum of 60 bins within the frequency range.

2. **Occurrence threshold**: The minimum number of stable estimates required in each bin of the histogram to be considered a probable physical mode is set to 15 \% of the maximum model order.

3. **Identification of physical modes based on the MAC**: For each histogram bin, a respective MAC matrix is calculated for all the poles in the bin. A master mode is first selected as that corresponding to the row of the MAC matrix with most poles higher than a user-specified threshold (MAC₁). Subsequently, all the remaining modes associated with the master mode are selected by comparing with a secondary user-specified threshold (MAC₂). All the modes selected with the latter threshold are considered to belong to the same mode.

The estimated mode shapes from the MITD method come with an arbitrary scaled phase— the imaginary part of the mode shape vector. In the AOMA, mode shapes
are normalized according to the maximum of the absolute value of the imaginary parts. This results in a maximum real part of 1 and a minimum imaginary part of 0. The normalization does not influence the modal parameters but affects the MAC calculation between mode shapes obtained from different data sets slightly (on 3rd decimal place). The reason why the normalization influences the MAC calculation very little is that the imaginary part of the mode shapes is almost negligible.

3.2.3. Application in the dataset of idle cases

The following procedure has been carried out to identify the fore-aft and side-side modes on the 70 idle cases:

1. **Study of input parameters for modal parameter extraction**: AOMA is carried out on each of the 70 data sets by applying the MITD method with changing input parameters including measurement duration, reference combination, and number of lines included from the correlation functions.
   - (a) Probable physical modes are identified within the interval $[0.28, 0.34]$ Hz and a minimum MAC value of 0.94 between all modes for a particular frequency bin in the histogram.
   - (b) A *reference mode shape vector*\(^1\) is established for the fore-aft and side-side modes, respectively, as shown in Figure 2 and evaluated at the sensor locations from Figure 1 included in the analysis. For each analysis, the MAC is calculated between identified modes in the AOMA and the two reference modes separately. If a MAC value is larger than 0.8, the particular mode is identified as either fore-aft or side-side depending on the reference mode.

2. **Collecting identified modes from every data set**: All identified probable physical modes, \(n_p\), for an optimal set of input parameters including all 70 data sets are collected, that is:

\[
n_p = \sum_{n=1}^{N} \sum_{m=1}^{M_n} K_{nm}
\]

where \(N\) is the number of data sets ranging from 1 to 70, \(M_n\) is the number of bins that contain probable physical modes for each data set \(n\), and \(K_{nm}\) is the number of probable physical modes contained in each bin ranging from 15 to 100.
   - (a) The MAC is calculated on all mode shape vectors and a *master mode* for each of the fore-aft and side-side mode is identified. The *master mode* is the mode that has the most mode shape vectors in common for a MAC threshold greater or equal to 0.95.

\(^1\)The reference mode shape vector is based on a finite element (FE) model which is built on the same geometry and soil conditions of the OWT that is investigated in this paper. The FE model is two-dimensional and uses the mass moment of inertia of the RNA in the fore-aft direction. The mode shape vector of the first bending mode (corresponding to the fore-aft mode) is assumed to be very similar to the side-side mode and will create the basis for both reference modes (orthogonal to each other).
Figure 2: Reference mode obtained from an FE model based on the OWT investigated in this paper. The --- refers to the mode shape vector defined in all DOFs (135) of the FE model and ● is the mode shape vector of the FE model evaluated at Sensor 1 to Sensor 9, with 1 having the highest deflection and 9 the lowest.

4. Results

4.1. Study of input parameters for modal parameter estimation

This section provides an analysis of the adjustment parameters used as input to the MITD method, with the aim of assessing their effect on the modal parameter extraction results and determining optimal (or close to optimal) selections. The analysis presented below comprises variations of:

1. Measurement duration (number of 10-minute time-blocks combined)
2. Combination of sensors (references)
3. Model order and number of lines included from correlation functions

Table 4 lists the fixed input parameters applied to all data sets in the AOMA based on the MITD method. \(N_{\text{lines}}\) indicates the number of lines used from the correlation function, \(M_{\text{order}}\) the model order, and the two MAC tolerances (MAC\(_1\) and MAC\(_2\)) refer to the adjustments made to the AOMA algorithm described in 3.2. For each histogram bin, the MAC\(_1\) tolerance of 0.98 finds the master mode which has the most modes in common in terms of mode shape vectors. The MAC\(_2\) tolerance of 0.94 sets the lower threshold for what we allow the minimum MAC value to be among the cluster of poles found by the first MAC tolerance. The frequency tolerance refers to the histogram bin width which groups the pole estimates from the stabilization diagram. Bin width is set to 0.25 % of the first natural frequency of approximately 0.3 Hz, which was found to give good results in preliminary runs. Neighboring poles in terms of frequencies are also investigated only if they lie within \(\pm 2 \times \text{bin width}\) thus resulting in a maximum variation in frequency, \(f_{\text{tol}}\), of 0.3 Hz/100 = 0.003 Hz.

Effect of measurement duration. Figure 3 shows the mean and Coefficient of Variation (CoV) of the damping ratio estimates —color hue— and the number of successfully identified modes —numbers by data points— obtained from 42 idle cases with measurement.
duration ranging from 10-minutes to 120 minutes. The number of cases is reduced to 42 in this study, as the measurement duration is extended to 120 minutes. AOMA is capable of identifying two modes with distinct damping ratios (fore-aft and side-side modes) for any measurement duration ranging from 10 to 120-minutes. The mean and CoV of damping ratios stabilize after 50 minutes for the fore-aft modes, and after 60 minutes for the side-side mode. The decision on the measurement duration comprises a trade-off between including as many blocks of data as possible and maximizing the number of cases that fulfill the idling criteria. For the particular cluster of data investigated in this work, the resulting number of cases that fulfill the idle criteria is highly affected by the measurement duration (70 one-hour idle cases versus 42 two-hour idle cases). By choosing a measurement duration of 60 minutes, the damping is nearly unaffected by increasing measurement duration and the CoV of damping ratios is at 0.11-0.15 % for both identified modes (0.13-0.18 % for 50-minutes measurement duration).

Sensor combinations. The influence of different sensor combinations in the MPE calculations was also investigated for all 70 idle cases. However, for brevity, we report only the main results. Mean damping ratios in the fore-aft direction are relatively consistent for any reference combination as long as at least one sensor located higher than Sensor 5 is chosen. The sensor combination Sensor 1, 2, 3 and 4 appear to be sufficient to achieve consistent damping estimates in terms of mean values and CoV and will be applied in the later analysis of this paper.

Model order and number of correlation lines. The number of lines included from the correlation functions that give the most consistent modal parameters is more difficult to assess. One of the success criteria for good modal parameter estimation is the quality of the stabilization diagrams. This is usually determined by the presence of a large number
of pole estimates which are unaffected by changing model orders. In Figure 4a and Figure 4b, the number of stable estimates for all 70 data sets are shown for different numbers of lines and model orders. It is observed that AOMA finds the most stable poles when using few lines from the correlation functions and for model orders higher than 20. When 110 lines are included from the correlation functions, 48 or more data sets are identified, as observed in Figure 4a and 4b. Still, while having a high number of stable estimates measures the quality of the stabilization diagram, it is not a guarantee for a high quality of the obtained modal parameter estimates, since there may still be bias errors in the estimates.

![Figure 4: Number of stable estimates for all 70 data sets for every model order and including from 60 to 1000 lines (step size 10) from the correlation functions.](image)

The quality of the estimates can be assessed through the results in Figures 5 and 6, illustrating the mean damping ratio and CoV for each mode. In this case, the mean damping ratio seems to be more consistent between 60 and 300 lines across model orders ranging from almost 20 to 100 for both identified modes. The CoV of damping ratios
appears to be more dispersed overall. However, for numbers of lines ranging from 110 and 150, the CoV is near 0 and quite consistent across all model orders.

As a result, for later analyses, 110 lines will be included from the correlation functions for modal parameter extraction. This will facilitate:

1. A large number of stable estimates.
2. Consistent damping estimates across almost all model orders in terms of both the mean and the CoV of damping ratios.
3. Fore-aft modes for 55/70 data sets and side-side modes for 58/70 data sets which have a MAC value greater or equal to 0.8 to the reference mode shape.

Regarding the model order, Figure 4 shows that the largest number of stable estimates is found with a model order above 20 and Figure 5 shows a significant variation of damping ratios within the same region. Therefore, the first 15 model orders are ignored in the final analysis.

Our results can be contrasted with the recommendations presented in [19] related to the number of lines from correlation functions to be used for modal parameter extraction. It was shown that for multiple DOF systems, the random error of the correlation function estimates increases for increasing number of lines. This can explain why more consistent modal parameters are obtained when few lines are extracted from the correlation functions. Simultaneously, the random error decreases with a higher available measurement duration as a consequence of fewer overlapping samples in the correlation function estimates. It was also shown that the damping ratio was highly sensitive to the measurement duration and damping values were overestimated if the duration was too short, which is consistent with the findings presented here.

4.2. Detailed analysis of the influence of the number of lines

By applying the input parameters from Table 4 into the MITD method, the AOMA is applied to identify and estimate modal parameters for all 70 idle cases. Figure 7 shows 4 examples of the auto-correlation functions of all included references (Sensor 1-4) for every degree of freedom. The auto-correlation functions for all cases show a well-defined
and consistent free decay. In datasets 81643 and 82415, the correlation seems to die out after 1500 lines (corresponding to more than a minute with a sampling frequency of 25 Hz), while in datasets 84763 and 84886 the autocorrelation seems to remain much longer. This is an indication of the variable damping ratio.

![Figure 7: Sample auto-correlation function estimates for 4 different datasets. Sensor 1, X+: (---), Sensor 1, Y+: (--), Sensor 2, X+: (----), Sensor 2, Y+: (--), Sensor 3, X+: (-----), Sensor 3, Y+: (-----), Sensor 4, X+: (-----), Sensor 4, Y+: (-----)](image)

Continuing with the bottom two data sets 84763 and 84886, the statistical representation of pole estimates based on 110 lines are shown in Figure 8. For every bin in the histogram, the stability of the poles is assessed by applying the MAC to the mode shape vectors. The resulting estimates are shown as stable (green asterisk) or unstable (red asterisk) in Figure 8. The green asterisks form patches that indicate the boundaries for a particular probable physical mode identified in the AOMA. For both cases, a large number of stable estimates can be seen for each of two modes that are well separated in terms of frequency.

For comparison, Figure 9 displays a similar statistical representation of pole estimates based on 700 lines for the same two data sets. In the case of dataset 84763, both modes can be still identified, although these are less spaced in frequency. For data set 84886, it is now not possible to discriminate between the two modes. This result originates from the larger influence of random error on the latter portion of the correlation functions.
4.3. Collecting identified modes from every data set

As described at the beginning of Section 4, identical modes have been identified using a MAC threshold of 0.98 to identify the master mode and 0.94 as the minimum threshold for each analysis. When it comes to identifying similar modes across multiple data sets originating from different time points, a lower MAC tolerance is required to get any results, as the orientation of mode shape estimates from different datasets can be as high as 20 degrees. A MAC tolerance of 0.85 was applied between cases (as opposed to 0.98 applied in the individual case analysis) to find the master mode, and 0.72 is applied in order to ensure the minimum MAC value across all mode shapes that are similar to the master mode.

In Figures 10 and 11, results from all 70 data sets have been collected and the fore-aft and side-side mode have been identified by applying the 0.95 MAC threshold. The figures show the CoV of damping ratios for every model order ranging from 1 to 100 for both modes, separately. For the side-side mode, a significant change in the standard deviation of damping ratios for the first 12 model orders can clearly be seen. This is, however, less evident for the fore-aft mode, where the CoV seems to stabilize after the first 6 model orders.

Figures 12 to 14 show the results of a final AOMA carried out on all 70 idle cases by applying the optimal input parameters for the MITD method. These include a measurement duration of 1 hour, a reference combination of Sensor 1, 2, 3, and 4, 110 lines included from the correlation functions, and model orders ranging from 16 to 100. Figure 12 shows the orientation of the mode shape vectors evaluated at Sensor 1. The maximum
variation in orientation for a single data set is 13 degrees for the fore-aft mode and 10 degrees for the side-side mode. Across all represented data sets, the maximum variation in orientation for the fore-aft mode is 25 degrees and 26 degrees for the side-side mode. This variation is limited by the MAC threshold of 0.94 applied to identify probable physical modes. In 20 cases, the fore-aft and side-side modes were identified simultaneously. The mean difference in orientation between the two modes for these 20 cases is 94 degrees with a CoV of 0.09.

The damping ratio for the fore-aft and side-side modes at different model orders ranging from 16 to 100 is shown in Figures 13a and 13b, respectively. There are no clear outliers for any of the two modes. However, a small cluster of datapoints is observed
Figure 11: Standard deviation of damping estimates for each model order - Side-side mode

Figure 12: Orientation of mode shapes at Sensor 1 for all model orders in the range of 16 to 100 from all data sets. ○ (orientations around 0) refers to fore-aft modes and □ (orientations around 90) refers to side-side modes.

towards higher damping values in both cases, which is slightly separated from the remaining estimates. This is more evident for the fore-aft mode in comparison to the side-side mode.

In Figure 14a is displayed a scatter plot with natural frequency and damping estimates for both fore-aft and side-to-side modes. After considering the MAC threshold of 0.95 to find the master mode for each of the two modes, two clusters of data points are clearly visible (× and •). In comparison to all results (transparent gray circles) identified by the reference mode shape, data points contained in the two clusters are well separated both in terms of frequencies and damping ratios. It should be noted the maximum variation in natural frequencies of the two clusters is 1.3 % and 1.1 % for the fore-aft and the side-to-side mode, respectively. In Figure 14b is illustrated the histogram for the damping estimates of each one of the modes across all datasets. The distribution of damping ratios for each of the two identified modes is quite similar. For both cases, two bins are very dominant with more than 500 estimates whereas most of the remaining bins contain less than 200 estimates.

Table 5 provides a summary of the results from Figures 13a and 13b. The 90 %
Figure 13: Damping ratios for model orders ranging from 16 to 100 for all data sets calculated from 110 lines

Figure 14: Frequency and damping estimates for all data sets using an optimal set of input parameters for the MITD method.

Confidence interval captures the damping ratios from the fore-aft mode between 1.2 and 2.0 % damping. For the side-side mode, the range is from 1.7 to 2.7 % damping. The increased range in damping for the side-side mode in comparison to the fore-aft is most likely because the aerodynamic damping is larger in comparison to the fore-aft mode. Wave frequency was not included in the 70 idle cases but it was shown to have almost no influence on the modal parameters or the 90 % confidence interval for these cases presented in Table 5. The environmental and operational parameter intervals as a result of collecting identified modes obtained from the AOMA are listed in Table 6. The ranges are slightly different from the ones listed in Table 3. The upper boundary of the wind speeds (4.9 m/s) is reduced to a maximum of 4.4 m/s and the upper boundary of the yaw misalignment (9.6 degrees) is reduced to 6.4 degrees. The maximum value for the
Wave misalignment has also been reduced significantly where cases with wave directions almost 180 degrees to the yaw direction are left out. Within the intervals listed in Table 6, there is no noteworthy correlation between the different parameters and damping ratio. Information such as the temperature and scour depth was not available for this paper and these may very well influence the damping ratio.

5. Discussion

For both modes shown in Figure 14b, there are a significant number of larger damping ratios compared to the bins which contain the most estimates. For the side-side mode, these larger damping estimates most likely originate from aerodynamic damping caused by the feathered blades of the rotors and wave loading acting upon the structure from different directions. As explained in [32], the aerodynamic forces are present for the side-side mode during idle conditions. The feathered blades create a larger surface in the transverse direction of the nacelle orientation (side-side) that interacts with the surrounding air. In [2], it was shown that higher drag forces in case of higher wind speeds result in higher damping estimates for both the fore-aft and the side-side mode.

Any of these two explanations for an increment in damping caused by aerodynamic damping does not carry over to the fore-aft mode since the blade surface in this direction is very small and the wind speed only varies 1.4 m/s. The increase in damping is most likely due to environmental and operational conditions that we do not account for. The variation in mode shape orientation shown in Figure 12 also indicates that there are some discrepancies between measured directions of environmental and operational data. Another possible explanation is vortex-induced vibrations (VIV) - but the RMS value of measured accelerations during idle conditions does not show any significant increase at these wind speeds (4.1 m/s, Table 3), which it should if VIV was present.

The total number of estimates is very similar for the fore-aft and side-side modes of 2316 and 2387, respectively, as listed in Table 5. The success rate is slightly higher for the fore-aft modes in comparison to the side-side modes (73 % versus 60 %). The overall uncertainty in damping estimates for both modes is a result of random and bias errors occurring from the time series of the measured accelerations and the identification procedure.

As described in Section 2, the accelerometers measure with a ±1 % accuracy in the frequency range DC-100 Hz and a 2.5 % overall measurement accuracy for the calibration which introduces a bias error in the measurements. The bias error will not affect the pole estimation but could affect the mode shape estimation if two sensors have different sensitivity errors as mentioned in [19]. In addition to the sensitivity errors which may influence the mode shapes, large deflections of the tower structure caused by environmental and operational excitation influence the estimated mode shapes in all three directions. Since the measurement system is not connected to the vertical direction (z-direction) of the triaxial accelerometers, it has not been possible to investigate the influence of large deflections on the mode shape vectors. The vertical component for large deflections is considered to be negligible and therefore has no influence on the mode shape estimates. The uncertainty of the system identification process using the MITD method is much more difficult to assess because the true modal model is unknown. Only random errors affect the correlation functions since the calculation is based on the unbiased estimator. Since the measurement duration of each analysis is limited by the fact that we want
stationary conditions in our time series, a random error is introduced caused by the truncation of our signal. Simultaneously, the random error increases the more information we include from the correlation functions thus limiting how many lines can be applied in the system identification. This is most likely the reason why damping is estimated more consistently by applying only 110 lines from the correlation functions compared to applying significantly more.

In [33], the soil damping was estimated to be 0.2 % for wind speeds of 5 m/s which is relatively close to the mean wind speed investigated in this paper (3.7 m/s) and up to 1.3 % for wind speeds of 12 m/s. Based on these findings, the increase in wind speeds within the range investigated in this paper (3 m/s to 4.4 m/s) may explain a few of the larger damping estimates present for both fore-aft and side-side modes. In [16], the average damping ratio was estimated between 2 % and 2.5 % for a similar offshore wind turbine across a larger span of wind speeds and wave heights. With the wind speeds and wave heights investigated in this paper, the damping ratio for the fore-aft mode found in [16] approaches 1.5 % whereas the damping ratio for the side-side mode is slightly higher. These values also fall within the 90 % confidence interval for each of the two modes listed in Table 5 ($\zeta_{5\%}$ and $\zeta_{95\%}$). In [2], the damping values for the first fore-aft and side-side mode and a wind speed of 4.5 m/s were found to be 1.2 % and 1.27 %, respectively, while the tuned mass damper (TMD) was deactivated. Both values are slightly lower than the 5 % fractile of 1.2 % and 1.7 % listed in Table 5 for the fore-aft and side-side mode, respectively, and this is most likely because the built-in slosh damper is activated for the results presented in this paper. It may also be affected by different soil conditions and structural differences. In [3], the mean damping ratios for the fore-aft and side-side mode are estimated at 1.73 % and 2.18 %, respectively, for wind speeds ranging between 4 m/s and 6 m/s with the TMD activated. With the TMD activated, the damping values for both modes are very close to the center of the 90 % confidence interval listed in Table 5.

<table>
<thead>
<tr>
<th>Mode no.</th>
<th>Description</th>
<th>$f_{n5%}$</th>
<th>$f_{n95%}$</th>
<th>$\zeta_{5%}$</th>
<th>$\zeta_{95%}$</th>
<th>$N_{est}$</th>
<th>Success rate (Data set)</th>
<th>MAC$_{min}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Fore-aft</td>
<td>0.313</td>
<td>0.316</td>
<td>1.2</td>
<td>2.0</td>
<td>2316</td>
<td>40/55</td>
<td>0.81</td>
</tr>
<tr>
<td>2</td>
<td>Side-side</td>
<td>0.317</td>
<td>0.319</td>
<td>1.7</td>
<td>2.7</td>
<td>2387</td>
<td>35/58</td>
<td>0.81</td>
</tr>
</tbody>
</table>

Table 5: Results from collecting identified modes obtained from AOMA

Table 6: Environmental and operational parameter intervals as a result of collecting identified modes obtained from AOMA

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation</th>
<th>Unit</th>
<th>Description</th>
<th>Min.</th>
<th>Max.</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind speed</td>
<td>$U$</td>
<td>[m/s]</td>
<td>Fore-aft</td>
<td>3.0</td>
<td>4.4</td>
<td>3.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Side-side</td>
<td>3.0</td>
<td>4.3</td>
<td>3.6</td>
</tr>
<tr>
<td>Wave height</td>
<td>$H_s$</td>
<td>[m]</td>
<td>Fore-aft</td>
<td>0.7</td>
<td>0.8</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Side-side</td>
<td>0.7</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>Yaw misalignment</td>
<td>$\theta_y$</td>
<td>[Degree]</td>
<td>Fore-aft</td>
<td>0.3</td>
<td>6.4</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Side-side</td>
<td>0.3</td>
<td>6.4</td>
<td>3.2</td>
</tr>
<tr>
<td>Wave misalignment</td>
<td>$\theta_w$</td>
<td>[Degree]</td>
<td>Fore-aft</td>
<td>0.2</td>
<td>110.5</td>
<td>48.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Side-side</td>
<td>0.8</td>
<td>110.5</td>
<td>69.8</td>
</tr>
</tbody>
</table>
6. Conclusion

This paper presented the modal parameters of an offshore wind turbine during idling conditions achieved by using Automated Operational Modal Analysis (AOMA). The purpose of this paper was to investigate whether or not it is possible to estimate the damping ratio of the fore-aft and side-side mode of an offshore wind turbine with reasonable confidence by exploring the various input parameters applied in the modal parameter estimation method - in this case, the Multiple-reference Ibrahim Time Domain method. In the first step, acceleration measurements were synchronized with environmental and operational parameters obtained from different measurement systems. Secondly, comparable data sets labeled as idle were identified by taking multiple environmental and operational conditions into account including the yaw angle, blade pitch angle, rotor speed, wind direction, wind speed, and wave height. In the third step, modal parameters were estimated for each set of data using an AOMA. The final step was to combine modes obtained from idle cases identified as comparable and collect the results in a histogram to show the distribution of damping estimates.

It was possible to choose a set of values for input parameters for the modal parameter estimation which gave reasonably consistent modal parameter estimates. The significant input parameters included; a measurement duration of at least one hour, a reference combination of Sensor 1, 2, 3 and 4, model orders ranging from 16 to 100, and 110 number of lines included from the correlation functions. The 90 % confidence interval of the collected results was found to bound the damping within a range of 0.8 % and 1 % for the fore-aft and side-side mode, respectively. In [16], the average damping ratio was estimated between 2 % and 2.5 % for a similar offshore wind turbine across a larger span of wind speeds and wave heights. For wind speeds and wave heights comparable to the levels investigated in this paper, the damping ratios for the fore-aft and side-side mode fall within the 90 % confidence interval shown in Table 5.
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