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Abstract 

Advanced language models such as ChatGPT have the potential to impact 

geotechnical engineering by automating data analysis tasks, enhancing 
knowledge access, and improving communication and efficiency. This article 

explores the potential of ChatGPT in geotechnical engineering through the 
career journey of a hypothetical anthropomorphized ChatGPT engineer, Geo P. 

Tech, from student to researcher to industry professional. 

This abstract was written using ChatGPT with the prompt “write a 50 word 

abstract for: [paste article text]” 

 

Introduction 

Beginning in December 2022 – regardless of your preferred media outlets – 

it’s likely that you heard news of (or were otherwise inundated by) the launch 
of a groundbreaking, interactive machine learning language model called 

ChatGPT. The artificial intelligence (AI) model behind this new chatbot tool, 
developed by OpenAI, has been dubbed a disruptor and potentially world-

changing innovation on par with the invention of mobile phones and search 

engines such as Google.  

The technology is not entirely new; ChatGPT is based on GPT3 (the third 

iteration of this “Generative Pre-trained Transformer” technology), and its 
development is ongoing. But part of the breakthrough with ChatGPT is the 

ease and familiarity of the experience: the user initiates a chat with a question 
or prompt, much like messaging a coworker in Slack or Microsoft Teams, and 

the chatbot almost immediately returns a unique response that reads like 
human-written text. A testament to its novelty and popularity, ChatGPT 

reached 100 million users in just two months, breaking the known record for 

any prior application. 

ChatGPT is different from other AI chatbots readers may be familiar with (e.g., 
Siri or Alexa) in that it is solely a language prediction model. Trained on a 

textual database of approximately 300 billion words from internet sources, 
including books, websites, articles, and Wikipedia, the machine learning model 

probabilistically predicts which word should come next as it formulates a 

response to the user’s chat. ChatGPT has not been trained on any text written 
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after 2021 and does not yet have real-time access to the internet or current 
events. It has no logical reasoning capabilities beyond basic patterns of 

arithmetic it has learned from training text. Yet, its power in synthesizing and 

generating language is unprecedented.  

The launch of ChatGPT triggered a response from seemingly every corner of 
society, prompting us all to consider the applications and implications for our 

professions and industries. Curious to know how ChatGPT, and other 
“artificially intelligent” chatbots, may affect the field of geotechnical 

engineering, we asked ChatGPT for its high-level opinion (Figure 1). 

 

Figure 1.  ChatGPT ponders it's impacts on the field of geotechnical 

engineering. 

To explore the potential for ChatGPT in geotechnical engineering, we use a 

series of prompts and responses from ChatGPT. We have structured these 
examples to follow the “career” of an anthropomorphized chatbot – nicknamed 

Geo P. Tech or “Geo” - from introductory student to graduate researcher to 
geotechnical professional. We will highlight the current capabilities as well as 

some considerations for use, and we invite the reader, our fellow geo-
professionals, to continue to explore the application of this new tool in our 

field.  
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Geotechnical Engineering with a Chatbot 

Geo as an Undergraduate Student 

As a new geotechnical student, Geo P. Tech answers homework problems, 

takes exams, and creates spreadsheets for geotechnical designs. Given a 
midterm exam in soil mechanics, Geo scores 52%, doing well on conceptual 

questions (e.g., true/false, fill-in-the-blank, short answer), but struggling on 
those that require figure interpretation and more advanced calculations. As a 

language learning tool, this type of performance is expected of Geo (e.g., Geo 
cannot presently interpret images), but it’s anticipated that future iterations 

will have expanded capabilities.   

Still, Geo frequently impresses the faculty, correctly answering numerical 
questions involving phase relationships, soil consolidation, lateral earth 

pressures, and others. Geo, for example, outperformed many peers in 
earthquake engineering, exceling on conceptual and basic computational 

questions (Figure 2). 

 

Figure 2.  ChatGPT correctly answers a homework question from a course in 

soil dynamics.  

Given this success, classmates begin copying Geo’s work, who is happy to 

share. They learn that while Geo’s work is prone to mistakes and requires 
review, copying Geo makes them much more efficient. Geo’s abrupt admission 

into school necessitated the development of counter-tools, such as GPTZero, 
to detect whether a segment of text was written by an AI language model. 
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While Geo’s presence in the classroom can be an information resource and 
efficiency tool if engaged appropriately, it’s presence will require educators to 

assess and adapt their curricula, assignment structures, and evaluation 

methodologies and policies.  

Geo in Graduate School 

Passionate about becoming a geo-professional, Geo P. Tech writes an excellent 

graduate admissions essay on the unique challenges of geotechnical 
engineering and is admitted to an M.S. program. In the first phase of Geo’s 

thesis research, an advisor asks Geo to perform a literature review on soil 
liquefaction by reading key papers, which Geo summarizes in a matter of 

seconds (Figure 3). Geo is efficient in textual synthesis, including writing 
abstracts and article summaries. There is a limit on the amount of text that 

Geo can process, however, and it should not be relied on for citations. For 
example, Geo often attributes information to references that seemingly could 

exist but do not (e.g., “Seed and Robertson, 2002”).  

 

Figure 3. ChatGPT summarizes an article by Youd and Idriss (2001).  

Further into the research project, Geo P. Tech begins data analyses. On smaller 
datasets Geo can compute basic statistics but also provide more advanced 

insights. For example, given a series of predictions by two models, Geo was 
able to correctly conclude that one model’s performance was better to a 

statistically significant degree. Geo can also write preliminary equations and 
scripts for analyzing larger data sets in Microsoft Excel, Python, Matlab, and 

other popular coding languages (Figure 4). 
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Figure 4. ChatGPT produces a Python script to plot laboratory data.  

Although Geo’s simple triaxial code is correct, it should be emphasized that 
the equations are predicted textually, have no theoretical backing, and must 

be scrutinized. For more complicated coding tasks, Geo relies on its friend 
Github Copilot, a fellow AI natural language model by GitHub and OpenAI, 

that has been trained on billions of lines of code. Still, Geo writes complex 
scripts in seconds (e.g., codes to compute acceleration response spectra for 

earthquake motions). While close supervision is needed, Geo is soon writing 

preliminary research code for everyone else in the department.   

Geo Enters the Workforce 

Geo prepares to enter the workforce following its success as a student. 
Language tasks, such as writing cover letters, highlight Geo’s key capabilities. 

While rather impersonal, Geo’s job application letter is judged to be adequate, 

and Geo is hired by a well-known geotechnical firm (Figure 5). 
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Figure 5. ChatGPT writes a cover letter for a geotechnical engineering position.  

Geo in Engineering Practice 

While Geo brings all its academic strengths and weaknesses to practice, it 

proves to be proficient in several practical tasks, particularly those related to 
language and synthesis. Geo becomes well known as the firm’s writer of all 

draft reports; while Geo’s text is often generic and tends towards verbose, it 
offers a good first draft or starting point. Geo also excels at other creative 

language tasks such as email writing, wherein Geo can address specific client 
concerns (Figure 6). This expedites the firm’s response to all incoming 

communications. 
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Figure 6. ChatGPT generates an email for use in engineering practice.  

Aside from generating code to create figures, Geo is much less capable of 

interpreting or generating more creative visuals. When such visuals are 
required, Geo looks to its coworker, DALL-E2, a fellow AI model by OpenAI 

that generates images from textual prompts. While tools such as DALL-E2 
have potential in the geotechnical engineering profession, it is more of a 

commissioned artist at this stage of development and tends to generate 

figures that are not useful to technical reports.  

Geo as a Contemporary and Collaborator 

The introduction of disruptor technology, like that behind Geo P. Tech, will have 

unforeseen effects on society and science, work and school, and – inevitably 
– the geotechnical engineering profession. Geo, along with its friends GitHub 

Copilot, DALL-E2, and various AI tools yet to come, will now be omnipresent 
as collaborators in our classrooms and places of work. It is up to us to think 

critically and employ these tools appropriately, with consideration of their 

possibilities, limitations, and capabilities. 

As a language model, Geo (ChatGPT) has limited logical reasoning; it can only 

predict the next word that is most likely to come in a sentence, based on the 
prompt. As such, Geo is sometimes blatantly wrong, and it is the onus of the 
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user to evaluate and correct the output as needed. ChatGPT is limited in its 
predictions, like all machine learning models, by the input training data. 

Because ChatGPT trained on a large amount of internet text, it is learned of 
all biases, stereotypes, and errors therein. Similarly, Geo was trained using 

pre-2021 data; therefore, it has a limited knowledge of current events or new 

research at the time of our writing. 

While ChatGPT is the first widely used AI language model, it’s clear that this 

and other language processing technologies will be implemented in popular 
applications. At the time of writing, Microsoft and Google have launched GPT-

assisted search engines, and Microsoft has announced that future versions of 

their Office products will incorporate GPT technology (i.e., writing assistance 
in Word and Outlook, equation-writing in Excel, and meeting minutes in 

Teams). The only constant seems to be the rapid development and adoption 

of this technology.  

In the months between writing this article and its publication, we imagine 

things have evolved, but – at this time – ChatGPT (or any other user-friendly 

language processing model) presents itself principally as a productivity tool 

to the geotechnical community. It can successfully write code; read and 

summarize text; alleviate writer’s block; and perform repetitive, language-

based tasks in seconds. It is an exciting tool for our profession when used 

intelligently and with scrutiny. After seeing the capabilities of ChatGPT, and 

with your skepticism piqued, we ask you to contemplate: do you think 

humans wrote this article? 
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Geo P. Tech, AI ChatGPT Chatbot, "ChatGPT is a large language model 

developed by OpenAI. It is based on the GPT (Generative Pre-trained 

Transformer) architecture and is trained on a wide variety of internet text to 

generate human-like text.” GPT may be accessed at https://openai.com.  
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