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Abstract 

Despite great progress in the synthetic chemistry of InP QDs, a predictive model to describe their 

temporal formation is still missing. In this work, we introduce a population balance model 

incorporating liquid phase reactions, homogeneous nucleation and reaction-limited growth of InP 

supported with the highly reproducible and reliable experimental data acquired from an automated 

robotic synthesis platform. A comparison between experimental kinetic data (different initial 

concentrations and temperatures) and simulations was made. The proposed model describes the 

temporal evolution of solid concentration, particle diameter and particle size distribution very well. 

The quantitative agreement between experiments and simulations was only achieved by global 

optimization to identify unknown and hardly measurable material parameters and kinetic 

constants such as surface energy, growth rate constants or activation energies. We see this 

model rendering the first step towards the development of more refined models that enable 

rigorous optimization and control of the production process for III-V semiconductors. 
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1. Introduction 

Semiconductor nanocrystals, namely quantum dots (QDs), have received tremendous 

attention from the scientific community in the past few decades because of their size dependent 

optical and electronic properties which result from the quantum confinement effect [1]. These 

unique optical and electronic properties make them find use in many applications, including light 

emitting diodes (LEDs) [2, 3], solar cells [4, 5] and in vivo bioimaging [6, 7]. Since the pioneering 

works from Ekimov [8] and Brus [9], Cadmium (Cd) and Lead (Pd) based II–VI and IV–VI group 

compounds have been the most widely investigated compositions of QDs which exhibit narrow 

particle size distributions (PSDs) and high photoluminescence quantum yields (PLQY) 

approaching unity [1, 10]. However, the heavy metal elements associated with these QDs raise 

concerns about the toxicity which is a major obstacle for clinical and industrial applications. This 

brings up the need for less toxic and more environmentally friendly replacements.  

Indium phosphide (InP) QDs featuring low toxicity and comparable optical properties have 

attracted a lot of attention as one of the most promising replacements for their Cd/Pd-based 

counterparts. Over the past few decades, much work has been devoted to developing chemistries 

and processes for the preparation of high quality InP QDs [11, 12]. Hot injection in a three-neck 

flask is the most typical lab-scale technique for the synthesis of QDs which however inherently 

comes with disadvantages, i.e., ill-defined mixing and poor batch-to-batch reproducibility [13]. 

Automated synthesis platforms have been successfully deployed to significantly improve the 

reproducibility of syntheses. Salley et al. utilized a modular robotic platform for the synthesis of 

polyoxometalates [14], while Chan et al. and Salaheldin et al. showed a highly reproducible 

synthesis of CdSe QDs [15, 16]. The excellent reproducibility, which is achieved by the categorial 

removal of the human factor, not only increases the reliability of the final product, but also enables 

higher throughput by automated cleaning [17] and improved understanding due to concise and 

reproducible sampling processes, even at early stages during fast syntheses. 

In order to gain a better understanding of the formation mechanism and further control over the 

particle size and PSD of InP QDs, studies on the underlying reaction kinetics and the formation 

mechanism were widely reported. Similar to II-VI QDs like CdSe, in the case of InP, the precursor 

conversion rate was expected to help control the size of the particles and minimize dispersity. 

However and contrary to other QD materials[18-20], Bawendi et al. [21] demonstrated that in case 

of InP QDs the experimentally found particle size did not match with the expectations, and that a 

reduced concentration of reactive precursors did not yield the expected narrowing of the PSD. 

Recently, the same group developed a seedless continuous injection strategy that enables the 



growth of large InP QDs and simultaneously maintains a low dispersity [22]. They also reported 

that the nucleation rate depends on the concentration of intermediates and that the growth rate 

depends on the size of the QDs. Dubertret et al. [23] studied the formation kinetics of InP QDs 

synthesized using aminophosphine and suggested that under certain conditions the growth of InP 

QDs approaches a LaMer-type growth [24]. However, a recent mechanistic study suggested that 

the formation of InP does not follow this model [25] and that it is the temperature that dictates the 

relationship of nucleation and growth. I.e., at low temperature (e.g. 180 °C) nucleation and growth 

are concurrent throughout the reaction. For the recently emerging aminophosphine-based 

synthesis of InP QDs that avoids toxic and explosive tris(trimethylsilyl)phosphine (PTMS) as P-

source, Hens et al. [26] investigated the role of aminophosphine. They found that aminophosphine 

acts as both the precursor and the reducing agent, while the chemical yield of InP formation 

agrees with 4 P(+III) → P(−III) + 3 P(+V), where P represents the phosphorus-containing reactant 

and product. During the formation of InP, magic sized clusters were also found as a key 

intermediate [27]. So far this has only been reported for the PTMS-based synthesis [28]. Despite 

tremendous experimental efforts in the development of synthetic chemistry, optimization and 

control of InP QDs, production processes still follow a trial-and-error approach, that requires a 

huge number of laboratory experiments to find optimal reaction conditions to yield desired sizes 

and size distributions. Hence there is a general need to develop predictive models that enable 

the targeted synthesis of InP QDs with desired properties. To the best of our knowledge, such a 

model, featuring careful investigation of nanoparticles dispersity and solid concentration as a 

function of the reaction conditions and time, has not been presented yet. 

In this work, we present a predictive population balance model that enables a quantitative 

description of the temporal evolution of solid concentration and particle size distribution for a 

synthesis of InP QDs based on the aminophosphine-route. The unknown variables, i.e., reaction 

rate constants, growth rate constant, surface energy, and equilibrium solubility were calibrated 

based on kinetic data. I.e., the evolution of mean particle size and solid concentration over time 

as well as the respective final PSDs were analyzed for a range of temperatures. An excellent 

agreement between experiments and simulations was found. Noteworthily, not only the predicted 

temporal evolution of solid concentration and particle size distribution matched our experimental 

data well, but the derived rate constants followed an Arrhenius-type behavior with reasonable 

activation energy, evidencing plausibility of our model and the derived parameters. 



2. Experimental and methods 

2.1 Chemicals 

Indium chloride (InCl3, 99.999 %) and tris(dimethylamino)phosphine (PDMA, 97 %) were 

purchased from Sigma-Aldrich. Oleylamine (OLA, 80-90 %) and 1-Octadecene (ODE, 90 %) were 

purchased from Acros Organics. Ethanol (analytical grade) and n-hexane (≥ 99 %) were 

purchased from VWR Chemicals. All chemicals were used without further purification. 

2.2 Automated synthesis of InP QDs 

A Swing XL Autoplant II hybrid platform from Chemspeed© Technologies was used for all 

syntheses. The whole system was encapsuled in a glovebox (MBraun) under nitrogen 

atmosphere (O2 and H2O < 20 ppm). Post-processing steps, which were carried out under inert 

atmosphere were also performed within this glovebox. Components of the robotic setup that are 

relevant for the process shown in this work include a liquid handling tool (4 needle head – 4NH) 

and a stirred tank reactor (STR) module made of stainless steel. The 4NH, which is connected to 

four glass syringe pumps, handles liquids with high accuracy (relative standard deviation (RSD) 

= 1.5 %) and is capable of handling up to four different liquids simultaneously. To avoid cross 

contamination, the 4NH is capable of cleaning itself in between sampling using ODE as the 

system liquid. The reactor module consists of six independent stirred tank reactors with an 

operating volume of 80 mL. The reactors can be heated via a heating jacket to up to 280 °C and 

are equipped with hollow shaft triple blade stirrers. This accounts for unprecedented mixing 

control compared to the magnetic stirrer bars applied at the lab scale. More details on the robotic 

system can be found in our previous publication [15]. 

In a typical synthesis run, firstly, 309.6 mg of InCl3 was added manually into one of the STRs. 

Then the automated workflow was started. The reactor was loaded with 8 mL of ODE and 12 mL 

of OLA by the 4NH, while self-cleaning after each dispense. Afterwards, the reactor was heated 

to 150 °C while being stirred at 100 rpm. The temperature was held for 1.5 h in order to fully 

dissolve InCl3 in the solvent, evaporate potentially dissolved water and stabilize the temperature. 

After this period, the reactor was heated to the reaction temperature (160-200 °C), the stirrer 

speed was increased to 600 rpm and after reliably reaching the set temperature, 0.5 mL of PDMA 

was rapidly injected into the hot precursor solution. Upon the injection of PDMA, supersaturation 

was generated where the InP QDs formed by nucleation and growth. To track the formation of 

InP QDs inside the reactor vessel, samples (150 µL) were taken via the 4NH at 20 s, 50 s, 1.5 

min, 6 min, 7 min, 8 min, 13 min, 15 min, 20 min, 25 min, 30 min and 40 min after the injection 

and stored in a polystyrene 96-well micro titer plate. After the automated synthesis protocol was 



complete, each aliquot was manually transferred into a centrifuge tube, flocculated with ethanol, 

centrifuged at 10000 rpm for 20 min under N2 atmosphere and redispersed in n-hexane for further 

characterization. 

2.3 Characterizations  

X-ray diffraction (XRD) measurements were performed using a powder diffractometer in a 

Bragg-Brentano setup (Empyrean, Malvern Panalytical, United Kingdom). The device was 

equipped with a GaliPIX^3D detector. All patterns were recorded via Cu Kα radiation (𝜆 = 0.15405 

nm) in the 2-theta range of 10 to 80°. Prior to analysis, the InP QDs were dried on a silicon zero 

background holder under nitrogen atmosphere. 

Scanning transmission electron microscopy (STEM) images were taken in a Thermo Fisher 

Scientific Spectra 200 C-FEG microscope operated in STEM mode using a high-angle annular 

dark-field (HAADF) detector (collection-angle ranging from 56-200 mrad) with an acceleration 

voltage of 200 kV. Before, the QDs were dried on a 200-mesh carbon-coated copper TEM grid 

(Plano GmbH) under nitrogen atmosphere and subsequently cleaned in a plasma cleaner 

(Fischione Instruments Model 1070 NanoClean) with Argon plasma. 

UV-visible measurements (UV-vis) were performed via a Varian Cary 100 spectrometer with a 

wavelength range of 200 – 800 nm and a spectral resolution of 1 nm. A background correction 

was performed based on the solvent within the QD dispersion (n-hexane). Quartz glass cuvettes 

with an optical path length of 1 cm were used for the measurements. Prior to each measurement, 

the QDs were diluted by additional n-hexane to achieve a maximum extinction of the first excitonic 

peak below unity and thus to be in the linear range of Lambert-Beer’s law. 

Analytical ultracentrifugation (AUC) experiments were conducted with a preparative 

ultracentrifuge from Beckman Coulter, type Optima L-90K, equipped with a mirror-based 

multiwavelength extinction detector from Nanolytics Instruments. Further details about the 

instrument and the method can be found in previous work [29, 30]. For sample preparation, InP 

QD dispersions in n-hexane of different ripening times were diluted to end up with an optical 

density of around 0.8 within a wavelength range between 400 nm and 575 nm, measured at a 

path length of 10 mm. Prior to each measurement, the QD dispersions were treated in an 

ultrasonic bath for 15 minutes. 400 µL of each sample was filled into measuring cells from 

Nanolytics Instruments equipped with a two-sector titanium centerpiece with an optical path length 

of 12 mm. The measurements were conducted at a rotor speed of 10000 rpm while the 

temperature was kept constant at 20 °C.  



All sedimentation data were analyzed at a wavelength between 400 nm and 575 nm, to have 

an optical density close to unity which guaranteed good signal within the Lambert-Beer region. 

Data evaluation was carried out using the SEDFIT software (version 16.1c) using the continuous 

sedimentation c(s) method which corrects for diffusional broadening of the sedimentation 

boundaries [31]. During analysis, the frictional ratio was set to unity and the partial specific volume 

was treated as a floating parameter. The meniscus, time and radial invariant noise were fitted. 

The density and viscosity of the solvent were 0.6596 g/cm3 and 0.313 mPa ∙ s, respectively. For 

each sample, the full diffusion-corrected sedimentation coefficient distributions and mean partial 

specific volumes were obtained. It needs to be noted that the best-fit partial specific volumes have 

no practical implications here as the exact frictional ratio remains unknown due to the non-

spherical shape of the QDs. 

2.4 Particle size distribution and solid concentration 

Particle size distributions (PSDs) and solid concentrations (Cs) were derived from UV-vis 

spectra [15]. The framework for the interpretation of UV-vis data into PSDs was originally 

published by Segets et al. [32, 33]. Noteworthy, the particle size derived from the UV-vis spectra 

specifically refers to the volume-equivalent diameter of the particles. In order to apply it to InP 

QDs, a bulk band gap energy of 1.35 eV was adopted and the size-dependent band gap energy 

was derived from literature data [34-41]. The solid concentration was calculated based on a 

previous report from Tessier et al. [12]: 

                                                  𝑐𝐼𝑛𝑃 =  

𝐴413𝑙𝑛10

𝑢𝑖,413𝐿

𝑉𝑀
𝑑                                                                     (1)      

Here, 𝐴413 is the measured absorbance for the QD aliquots in n-hexane at 413 nm, 𝑢𝑖,413 is the 

intrinsic absorption coefficient at 413 nm, 𝐿 is the optical path length of light, 𝑉𝑀 is the molar 

volume and 𝑑 is the dilution factor. 

3 Results and discussion 

3.1 Automated synthesis and reproducibility 

Prior to discussing the underlying mechanism and the proposed model of InP formation, it is 

essential to first elucidate on the automated robot synthesis platform that enabled accurate 

tracking of the InP QD formation. Fig. 1a shows a schematic of a stirred tank reactor used for the 

synthesis of the QDs. QD synthesis has been first reported within this setup for CdSe QDs by 

Salaheldin et al. [15]. As briefly mentioned in Section 2.2, the formation of InP QDs takes place 

in the reactor at high temperatures (160-200 °C) with In and P precursors undergoing a 



conversion, nucleation and growth step to form InP QDs. In this work, aminophosphine was used 

as P precursor, for which it is reported that it will undergo transamination with oleylamine and a 

subsequent disproportionation reaction during the precursor conversion [26]. As shown in Fig. 1b, 

the XRD pattern of as-synthesized InP QDs was in good agreement with the zinc blende structure, 

indicating the successful InP formation. As expected, peak broadening due to the small size of 

the InP nanocrystals was observed. Additionally, in order to ensure the reproducibility of our 

robotic synthesis platform, different batches were produced at different times and in different 

STRs of the reactor module. Fig. 1c shows the UV-vis spectra of InP QDs synthesized at different 

reaction times showing good agreement of two batches (see also the comparison of two batches 

in different reactors in Fig. S1). These results indicate a good reproducibility of the InP synthesis 

in the robotic platform which therefore enables the acquisition of kinetic data with sufficient 

accuracy that it can be used as trustworthy input for population balance modelling. 

 

Fig. 1. a) Schematic of the stirred tank reactor module of the automated synthesis platform; b) XRD 

patterns of as-synthesized InP QDs and InP bulk as reference; c) Absorbance spectra of synthesized InP 

QDs taken at different time points throughout multiple reactions in n-hexane to demonstrate the 

reproducibility of the synthesis. 

3.2 InP formation: Size characterization 

In order to characterize the PSD that determines the optical properties of InP QDs, UV-vis 

spectroscopy, and STEM analysis were performed. Fig. 2a and Fig. 2b show the UV-vis spectra 

and the therefrom-derived PSDs at different reaction times during the InP formation. The 

absorption peaks shift from 512 nm to 628 nm as the reaction time increases, which indicates the 

growth of InP QDs over time. Noteworthily, while being the highest in the beginning of the reaction 

where the supersaturation is the highest, for higher reaction times the growth rate slows down. 

The particle size (xmod) results, shown in Fig. 2b, suggest that InP QDs grow from 2.4 nm to 3.5 

nm in the first 15 mins and in the second 15 mins only from 3.5 nm to 3.8 nm. Fig. 2c illustrates 



the relation between the first excitonic peak and the volume-equivalent size of spherical and 

tetrahedral InP QDs. The coincidence strongly indicates that the band gap corresponds to the 

equivalent sphere with semiconducting volume regardless of shape (Fig. 2c, [42]). I.e., the PSDs 

derived from the UV-vis spectra can be interpreted as volume equivalent diameters, even in the 

case of InP QDs with tetrahedral shape. 

In addition to the PSDs derived from UV-vis, we also obtained PSDs from STEM image 

analysis and compared both distributions. Exemplarily, a STEM image of an InP aliquot taken at 

30 min is shown in Fig. 2d. From the STEM image, a tetrahedral shape of the as-synthesized InP 

QDs was observed which was also reported in previous studies involving aminophosphine-based 

syntheses [42, 43]. The volume equivalent diameters were calculated based on the observed 

tetrahedral shape in the STEM and the comparison between the PSD from UV-vis and the PSD 

from STEM is shown in Fig. 2e. It can be seen that for InP aliquots isolated at a reaction time of 

30 min, the PSD from STEM shows a good agreement with the PSD calculated from UV-vis. In 

line with our previous study [33], this further confirms that the PSD from UV-vis can be applied to 

track the evolution of the particle size distribution of equivalent volume over the course of InP 

synthesis. In combination with the accurate sampling times that are achieved by automation, this 

opens the possibility of a fast and reliable characterization of the InP QDs via their optical 

properties. 

 



Fig. 2. a) UV-vis spectra of InP QDs derived from aliquots isolated at different reaction times during InP 

QD formation; b) PSDs derived from UV-vis spectra; c) position of the first excitonic peak as a function of 

the sphere equivalent QD size for tetrahedral and spherical QDs [42]; d) STEM image of InP QDs at 30 

min and e) comparison between the PSD derived from UV-vis measurements and the PSD derived from 

STEM analysis (110 particles counted) shown as histogram. 

Besides STEM and the deconvolution of UV-vis data, the InP QD formation was also 

investigated by AUC. The sedimentation coefficient distributions of the QDs formed within a time 

scale of 48 s to 30 min increase due to the growing side lengths of the tetrapods/tetrahedrons 

and with this the increasing mass of the QDs (Fig. 3). When neglecting the non-sphericity of the 

particles for the calculation of the PSD from the sedimentation coefficient distribution, a clear size 

mismatch can be recognized when comparing it to the results of the UV-vis analysis, which is 

especially notable at longer synthesis times (see Fig. S2). Due to this, we considered the 

tetrahedral shape of the particles when calculating the volume equivalent diameters from the 

sedimentation coefficient distribution (results shown in Fig. S3 in the supporting information for a 

selected sample at 30 min). However, this consideration led to an even more pronounced 

mismatch in the final PSDs because of the increased volume-specific surface of the tetrapods, 

which would result in an even smaller effective sedimentation coefficient due to the density effect 

of the ligand. 



 

Fig. 3. Sedimentation coefficient distribution of InP aliquots at different reaction times.  

While shape anisotropy cannot explain the observed discrepancy in the PSDs, the formation 

of agglomerates such as bipyramidal tetrahedrons is a reasonable explanation. Such particles 

could form after some time at 20 °C, which is why they might not be seen as clearly in STEM. 

Notably, there are studies reporting on the formation of duplets of tetrahedral particles [44-46]. 

For the UV-vis analysis, small agglomerates will not be seen as the primary particles will remain 

quantum confined. Another important observation for the AUC data is the existence of a shoulder 

in the sedimentation coefficient distributions, which is in the size range of the primary particles. 

Nevertheless, in order to resolve the herein reported ambiguities, extensive hydrodynamic 

modelling and further experimental studies are necessary to shed light on potential agglomeration 

phenomena. However, this is beyond the scope of this work and also not necessary for modelling 

the formation of the primary particles. 

3.3 InP formation: Kinetics 

UV-vis spectra were utilized as a fast and reliable footprint to track the formation of InP 

nanocrystals. To experimentally quantify the InP formation, the characteristic particle size (xmod) 

and solid concentration (cs) over time at different temperatures and initial [In] concentrations were 

collected. The former was discussed in the previous chapter, and the latter was calculated as 

described in the experimental section (Eq. (1)). Fig. 4 shows the evolution of the volume 

equivalent diameter (xmod) and the solid concentration (cs) of InP QDs synthesized at different 

temperatures and initial [In] concentrations. It can be seen that with increasing reaction 

temperature, the size of the produced particles and the solid concentration increase. As 

qualitatively discussed, the growth slows down over time until the reaction reaches equilibrium 

(Fig. 4a and 4b). Similarly, as shown in Fig. 4c, with an increase in the initial [In] concentration, 

the particles become smaller within a certain concentration range which results from more nuclei 



being formed at higher precursor concentration due to the higher built-up of supersaturation in 

the solution. When the initial [In] concentration was as low as 0.035 M, there were only few 

particles forming which leads to inaccurate concentration-sensitive UV-vis measurements and 

PSD derivation. Therefore, for the low [In] concentration of 0.035 M, the kinetic data of xmod over 

time will not be taken into account. Likewise, at this concentration, the evolution of the solid 

concentration will also not be considered. At high [In] concentration (0.07 M and 0.105 M), shown 

in Fig. 4d, the solid concentration increases with increasing initial [In] concentration. While the 

chemical yield kept almost constant with acceptable fluctuation which is consistent with the 

previous report of Buffard et al. [23] (Fig. S4).  

 

 

Fig. 4. Evolution of volume equivalent size (xmod) and solid concentration (cs) of InP QDs synthesized at 

(a, b) different temperatures and (c, d)  initial [In] concentrations for population balance model 

development. 



3.4 Modelling of InP formation 

3.4.1 Population balance model 

The method of population balance equations is widely used to simulate crystallization and 

precipitation processes for particles from the micro to the nanometer range. The previously shown 

experimentally derived time resolved data was our starting point to derive the model equation for 

the simulation of the InP QD formation. The experimental data were fitted to the model equations 

and the fitted parameters were extracted and further validated by the comparison between the 

experimental results and simulation results.  

As shown in Fig. 4 and Fig. S4, the temporal evolution of the mode particle size, the solid 

concentration, and the chemical yield change with the reaction temperature, which was also 

observed in previous studies [12, 23]. Recent studies [47, 48] showed that the solid formation of 

QDs is initially determined by the nucleation of clusters (nuclei) followed by molecular growth of 

free monomers attaching to the surface of the particles or nuclei. Prior solid formation 

commences, the precursor molecules react to monomer building blocks. As mentioned, the 

solution chemistry and the reaction mechanism are still under debate [25, 28]. To account for a 

yield change with the initial concentration and temperature, based on the work of Hens et al. [26], 

we propose a competitive by-product reaction of the phosphorous precursor complex as 

𝐴𝑃
𝑘1
→ 𝑃3− + 𝐴3+       and       𝐴𝑃

𝑘2
→ 𝐵𝑃 

Where 𝐴 represents the phosphorous precursor and 𝐵𝑃 the product of a, here hypothesized, 

competing side reaction. The ratio 𝑅𝑘 = log10 (𝑘2
𝑘1

) between the two reaction constants determines 

the concentration of free phosphorus monomers (𝑃3−) and thus, the overall yield of the generated 

QDs. At this point it has to be mentioned that we had to introduce the competing reaction system 

because the existence of such a system is the only one capable of describing the experimentally 

observed phenomena such as the temperature dependent yield in the form of a global kinetics. 

We see this as central advantage of our approach as the need to match numerical with 

experimental data allows us to better understand the rate determining steps during InP QD 

formation. The free phosphorous monomer 𝑃3− further reacts with the free indium monomer 𝐼𝑛3+ 

to the monomer building unit InP. 

                                        𝑃3− + 𝐼𝑛3+
𝑘3
→ 𝐼𝑛𝑃                                                          (2) 

Because the time scale of the QD formation is in the range of minutes and a rigorous stirring 

of the precursor solution is applied, the influence of mixing on the QD formation is assumed to 



have a negligible effect on the particle formation and is thus neglected [15]. The spatiotemporal 

evolution of the dispersed phase is modeled by a population balance equation (PBE) as 

�̇�(𝑡, 𝑥) + (𝑮(𝑐(𝑡), 𝑥)𝑞(𝑡, 𝑥))
𝑥

= 0,   (3) 

where 𝑞, 𝑥  and 𝑐  denote the number density function, the particle diameter and the free InP 

concentration in solution, respectively. The growth rate is given by 𝐺, the nucleation rate by 𝑁 

and xnucl being the size of the nuclei. We assume that the molecular growth is reaction-limited, 

which implies that transport processes from the bulk to the particle surface are much faster than 

the integration of building units into the particle lattice. The growth rate reads as 

𝐺(𝑐) =  {  
𝑘𝑔(𝑐 − 𝑐𝑒𝑞)    for 𝑐 > 𝑐𝑒𝑞

0                       else             
 

(4) 

where 𝑘𝑔 is growth rate constant and 𝑐𝑒𝑞 is the equilibrium solubility of InP in solution. Note that, 

for reaction-limited growth, the growth rate describing the change of the particle radius or diameter 

is independent on the particle size [11]. The formation of new nuclei with the critical diameter 𝑥nucl 

is prescribed in the PBE by a nucleation boundary condition [49] as  

𝑞(𝑥𝑛𝑢𝑐𝑙, 𝑡) =
𝑁(𝑐(𝑡))

𝐺(𝑐(𝑡))
. (5) 

We here rely on the classical nucleation theory (CNT) to describe the nucleation rate 𝑁(𝑐). 

Especially, we apply the nucleation rate model of Mersmann [50-52]  

𝑁(𝑐) = {  𝐶𝑛1 𝑆(𝑐)
7
3 exp(−𝐶𝑛2log (𝑆(𝑐))−2),    for 𝑆(𝑐) > 1

0                                                               else                
 (6) 

which has been successfully applied to many different chemical systems [53, 54]. Nucleation and 

growth only proceed if the system is supersaturated (𝑆(𝑐) > 1), whereby the supersaturation S is 

quantified as 

𝑆(𝑐) =
𝑐

𝑐𝑒𝑞
. 

(7) 

The constants 𝐶𝑛1 and 𝐶𝑛2 in Eq. (6) read as 

𝐶𝑛1 =
3

2
 𝐷𝑠𝑓 𝑉𝑚 √

𝜎

𝑘𝑏𝑇
(𝑐𝑒𝑞𝑁𝐴)

7
3⁄
      and     𝐶𝑛2 =

16

3
𝜋

𝑉𝑚
2 𝜎3

𝑘𝑏
3𝑇3 . 

(8) 

The material constants in 𝐶𝑛1 and 𝐶𝑛2 are known except for the equilibrium solubility 𝑐𝑒𝑞 and the 

surface energy 𝜎, which will be estimated by a parameter study / optimization approach in the 

next section.  

To complement the model, the PBE (Eq. (3) and (5)) is finally coupled with a mass balance to 

the concentration of InP  



𝑐(𝑡) = 𝑐𝑖𝑛(𝑡) −
𝜋

6

𝜌𝑝

𝑀𝑝
∫ 𝑥3𝑞(𝑥, 𝑡) dx

∞

𝑥𝑛𝑢𝑐𝑙

, 
(9) 

where 𝑐𝑖𝑛(𝑡) accounts for the formation of InP units through the reaction in Eq. (2) [26]. This 

system was -- as proposed in [49] -- reformulated purely as an integral equation in the 

concentrations. Following the ideas presented in [49], this integral equation is then numerically 

approximated and, based on the solution formula presented in [49, 55], the full PSD information 

is obtained. This approach allowed to benefit on the one hand on the efficiency of PBE solution 

methods based on moments and on the other hand to have access to the full PSD. 

3.4.2 Simulations 

In the following, we seek to quantitatively model the QD formation with the proposed model. 

To do so, five unknown variables, namely the reaction ratio 𝑅𝑘, the reaction constant 𝑘3, the 

surface energy 𝜎 , the equilibrium solubility 𝑐𝑒𝑞  and the growth rate constant 𝑘𝑔 , need to be 

estimated. We here employ a rigorous optimization approach taking into account the experimental 

results from Fig. 4. More precisely, we calculate a cost function 𝐽  with the relative squared 

Euclidean distance between simulation results and experimental results for the temporal evolution 

of the solid concentration 𝑐𝑠 , the evolution of the mean particle size 𝑥1,3  and the full mass-

weighted particle size distribution 𝑞3 after the process has finished. 

𝐽𝑐 ≔  
‖𝑐𝑠,𝑒𝑥𝑝−𝑐𝑠,𝑠𝑖𝑚‖

𝐿2((0,𝑇))

2

‖𝑐𝑠,𝑒𝑥𝑝‖
𝐿2((0,𝑇))

2 =
∫ (𝑐𝑠,𝑒𝑥𝑝(𝜏)−𝑐𝑠,𝑠𝑖𝑚(𝜏))

2
 𝑑𝜏

𝑇
0

∫ (𝑐𝑠,𝑒𝑥𝑝(𝜏))
2

 𝑑𝜏
𝑇

0

,   

                  𝐽𝑥 ≔  
‖𝑥1,3,𝑒𝑥𝑝−𝑥1,3,𝑠𝑖𝑚‖

𝐿2((0,𝑇))

2

‖𝑥1,3,𝑒𝑥𝑝‖
𝐿2((0,𝑇))

2  , 𝐽𝑞 ≔  
‖𝑞3,𝑒𝑥𝑝(𝑇,⋅)−𝑞3,𝑠𝑖𝑚(𝑇,⋅)‖

𝐿2((𝑥𝑛,∞))

2

‖𝑞3,𝑒𝑥𝑝(𝑇,⋅)‖
𝐿2((𝑥𝑛,∞))

2            (10) 

which are by weighing factors 𝜔𝑖 combined to the objective functional  

𝐽 = 𝜔1𝐽𝑐 + 𝜔2𝐽𝑥 + 𝜔3𝐽𝑞  (11) 

The functional 𝐽  is minimized by a systematic parameter study and a subsequent surrogate 

model-based optimization algorithm in order to obtain parameters to match the experimental data. 

The parameter space has 5 dimensions ℝ5, i.e., the parameter space for each unknown is equi-

distantly divided into 𝑁𝑝 parts, which requires to simulate the PBE model for 𝑁𝑝
5 parameter sets. 

We herein set 𝑁𝑝 = 18 resulting in approximately 2 million of PBE simulations to be performed. 

These simulations were performed within approximately 30 h in parallel on a compute server 

using 30 cores with 2.4Ghz each. For each parameter set, at first the Euclidean distance for each 

quantity (𝑐𝑠 , 𝑥1,3  and 𝑞3 ) is evaluated as cost functional. Afterwards, a statistical analysis is 

performed. In a second step, worse parameter combinations (large cost function values) are 



excluded, and the parameter space is narrowed. The procedure was repeated three times. Finally, 

a derivative free optimization was performed based on a surrogate model (for this we have used 

the MATLAB inbuilt routine surogateopt) which uses the previously identified parameter sets as 

starting information. 

 

Fig. 5. Histograms showing the distributions of parameters rendering in a PBE solution with a relative L2-

distance to the experimental data of at most 5 %, 10 %, 20 %, 50 % and 100 % (from top row to bottom 

row) more than the relative L2-distance of the best fitting parameters. (From left to right) unknown 

variables: yield determining ratio 𝑅𝑘 of the precursor reaction constants, 𝑘3 reaction constant of 3rd 

reaction, Mersmann coefficient 𝑘𝑣 correlating interfacial energy 𝜎 and solubility 𝑐𝑒𝑞, solubility 𝑐𝑒𝑞 and 

growth rate constant 𝑘𝑔. 

At first, we consider the experimental data for different initial concentrations at constant 

temperature (T=200 °C) (shown in Fig. 4). In Fig. 5, the statistical analysis of the optimization is 

depicted. From left to right, the different unknown variables (the ratio 𝑅𝑘, the reaction constant 𝑘3, 

the Mersmann coefficient 𝑘𝑣 [56], the equilibrium solubility 𝑐𝑒𝑞 and the growth rate constant 𝑘𝑔) 

are shown. The Mersmann coefficient 𝑘𝑣  relates the equilibrium solubility 𝑐𝑒𝑞  with the surface 

energy 𝜎 

𝜎 = 𝑘𝑣

𝑘𝑏𝑇

𝑉𝑚

2
3⁄

log (
𝜌𝑝

𝑀𝑝 𝑐𝑒𝑞
). 

(12) 

For inorganic salts, the Mersmann coefficient takes a value of 𝑘𝑣 = 0.31 ± 200 % [56]. Using the 

𝑘𝑣 in the optimization is of advantage because it determines the prevailing nucleation kinetics for 



a given supersaturation level and limits the reasonable parameter space. Furthermore, in Fig. 5, 

histograms of the cost function for different relative error values are shown. As the percentage 

value is decreased, we obtain distinct optimal values for the reaction constant 𝑘3, the Mersmann 

coefficient 𝑘𝑣 and the growth rate constant 𝑘𝑔. For the reaction ratio 𝑅𝑘 for the phosphorus by-

product reaction, the solution space is narrow, but a clear optimum is not obtained. The reaction 

ratio 𝑅𝑘 determines the final yield. For example, a yield of 50 % implies a value of 𝑅𝑘 = 0.5. The 

quantitative comparison of the simulation results with the experimental results for the finally 

derived optimal parameter set is shown in Fig. 6. The experimental variance in the temporal 

evolution of the solid concentration 𝑐𝑠 (see Fig. 6a) does not allow to find a distinct optimum, 

because the yield for both initial concentrations are not the same. The range of 𝑅𝑘 = [0.4, 0.6] is 

a compromise between the relative square Euclidean distance of the two initial concentrations. It 

is noteworthy that – in line with our previous findings on ZnO QDs [57] - the optimal value of the 

equilibrium solubility 𝑐𝑒𝑞 appears to be below the assumed minimal value for the solubility of 𝑐𝑒𝑞 =

10−13 mol/L.  

In a further step, the parameter space shown in Fig. 5 is used as starting point to find an optimal 

parameter set with the gradient free optimizer surogateopt. The obtained parameters are listed in 

Table 1. With the optimal parameter set, we obtain very good quantitative agreement in the 

temporal evolution of the solid concentration, the mean particle size and the particle size 

distribution as seen in Fig. 6. We want to emphasize that the uniqueness of each parameter is 

not necessarily given by each of the three cost functions 𝐽𝑐, 𝐽𝑥 and 𝐽𝑞 individually. For example, 

the temporal evolution of the solid concentration (see Fig. 4) is largely determined (even limited) 

by the reaction rate 𝑘3 of the InP reaction and the reaction ratio 𝑅𝑘. In contrast, the equilibrium 

solubility 𝑐𝑒𝑞, the Mersmann coefficient 𝑘𝑣 and the growth rate constant 𝑘𝑔 largely influence the 

temporal evolution of the mean particle size and the full particle size distribution.  

 

 

 



Fig. 6. a) Solid concentration 𝑐𝑠 over time at 𝑇 = 200 °𝐶 for different initial Indium 𝑐𝐼𝑛,0 and phosphorus 

concentrations 𝑐𝑃,0; b) mean particle size 𝑥1,3 over time at 𝑇 = 200 °𝐶 for different initial Indium 𝑐𝐼𝑛,0 and 

phosphorus concentrations 𝑐𝑃,0; c) mass-weighted particle size distribution at t = 40 min for different initial 

indium concentrations 𝑐𝐼𝑛,0 and phosphorus concentrations 𝑐𝑃,0. The legend in b) refers to all sub figures. 

The ratio between initial indium concentration the initial phosphorus concentration is constant 

(𝑐𝐼𝑛,0 / 𝑐𝑃,0 = 1/2). 

Table 1. Finally obtained optimal parameter values for the formation of InP QDs. 

Parameter 𝑅𝑘 / - 𝑘3 / l2mol-2s-1  𝑘𝑣/ - 𝑐𝑒𝑞 / mol l-1 𝑘𝑔 / m s-1 l mol-1 

Optimal value 0.3882 10-1.565 0.263 10-13 10-7.588 

 

3.4.3 Validation 

For validation, we extend the modelling study and take into account the temperature influence 

on the QD synthesis (experimental results are shown in Fig .4). Except for the Mersmann 

coefficient 𝑘𝑣 , a temperature dependence for the unknown parameters is to be expected. 

However, instead of prescribing a particular thermodynamic law to account for the temperature 

dependence, we let the optimizer run for the different temperatures (𝑇 = 160 °𝐶 and 𝑇 = 180 °𝐶) 

with the optimized parameter set at 𝑇 = 200 °𝐶  as initial condition and afterwards deduce 

appropriate correlations between the resulting optimized parameter sets and the temperature. For 

the optimized parameter sets, an expectedly good agreement between experiments and 

simulations was obtained (Fig. 7). However, not only the temporal evolution of the solid 

concentration (Fig. 7a) and the mean particle size matched very well (Fig. 7b) but also the full 

particle size distribution of the final dispersion (Fig. 7c). Two findings are however remarkable. 

First, an Arrhenius type law 𝑘 ∝ exp(−
𝐸𝐴
𝑅 𝑇

) fits very well for all reaction rates 𝑘𝑖 (Fig. 7d-7f) as well 

as for the growth rate constant 𝑘𝑔. The identified activation energies 𝐸𝐴 for the InP reaction of 

28.5 kJ/mol and for the growth rate constant of 57.4 kJ/mol are in remarkably good agreement 



with literature, i.e. for the growth of InP, an activation energy of 65.7  6.2 kJ/mol is reported in 

[43], and for the ripening of ZnO QDs, an activation energy of 119 kJ/mol is found in [57]. This is 

a strong indication that the mechanisms of liquid phase reactions, nucleation and integration 

limited growth described in Section 3.4.1., reflect well the dominating dynamics. Second, the 

temperature dependence of the equilibrium solubility appears to be negligibly small. The 

temperature effect on the nucleation rate is given by the explicit temperature dependence of the 

attachment frequency and the Gibbs free energy. Note that usually the nucleation rate is derived 

under isothermal conditions such that the impact of pressure fluctuations and entropy changes 

are neglected, which applies also to the herein used nucleation rate. In this case, the temperature 

dependence of the Gibbs free energy stems from the chemical potential alone. For the sake of 

simplicity, we neglect the possible influence of pressure and entropy changes on the nucleation 

rate. Furthermore, the linear dependence of the surface energy on temperature given by the 

Mersmann correlation function (Eq. 12) is taken into account.  

 

Fig. 7. a) Solid concentration 𝑐𝑠 over time 𝑡 for different temperatures T at 𝑐𝑃,0 = 70 mM and 𝑐𝐼𝑛,0 = 140 

mM; b) mean particle size 𝑥1,3 over time 𝑡 for different temperatures T at 𝑐𝑃,0 = 70 mM and 𝑐𝐼𝑛,0 = 140 

mM; c) mass-weighted particle size distribution at t = 40 min for different temperatures; d) temperature-

dependent by-product reaction rates as a function of temperature; e) InP reaction rate 𝑘3 as a function of 

temperature 𝑇; f) growth rate constant 𝑘𝑔 as a function of temperature 𝑇. The legend in c) refers to all sub 

figures. 



4 Conclusion 

In this work, a global model based on population balance equations and experimental data has 

been proposed to describe the formation of InP QDs. In the experimental study, the synthesis of 

InP QDs using aminophosphine as a promising alternative to pyrophoric and toxic P(TMS)3, was 

performed in an automated robotic platform, which enables accurate feeding and sampling and 

largely excludes human error [15]. The as-synthesized QDs exhibit the commonly-seen zinc 

blende crystal structure of InP and more importantly, high reproducibility. The shape of the as-

synthesized InP QDs was found to be tetrahedral, especially in the later stages of the reaction. 

However, we were able to perform this study without introducing a shape factor by considering 

the equivalent sphere of the semiconducting volume. In line with our findings on PbS and PbSe 

[33] and literature data on InP from Kim et al. [42], the concept of volume equivalent diameters 

was found to be applicable to interpret the particle size derived from the UV-vis spectra. For the 

modelling, the reaction kinetics (temporal evolution of particle size distribution, mean particle size, 

solid concentration at different temperatures and concentrations) were recorded by UV-vis 

spectrometry. The temporal evolution of the solid concentration, i.e., the chemical yield, showed 

the expected yield change in dependence of the initial concentration and the temperature, 

suggesting a competitive by-product formation in the reaction scheme. The proposed model to 

describe the experimental data was fitted for unknown parameters (the reaction ratio 𝑅𝑘 , the 

reaction constant 𝑘3 , the surface energy 𝜎 , the equilibrium solubility 𝑐𝑒𝑞  and the growth rate 

constant 𝑘𝑔) by a rigorous optimization approach. The effect of temperature on the formation of 

InP was also experimentally and numerically studied. With the optimized parameter set, a very 

good agreement between the experimental results and the simulations was obtained. 

Remarkably, an Arrhenius type law fits very well for all reaction rates as well as for the growth 

rate constant and activation energies of 28.5 kJ/mol and 57.4 kJ/mol for the InP reaction rate and 

the growth rate constant respectively have been determined. These suggest the high potential of 

the proposed model to predict the evolution of InP QDs during nucleation and growth. 

Overall, the developed strategy and therewith derived model represents a first step towards a 

more refined model to include, amongst others, shape factors, crystal structure and ligand binding 

kinetics. Additionally, the formation of agglomerates observed by AUC analysis needs to be 

investigated in more detail. Large-scale hydrodynamic modelling is targeted to get closer insights 

into the structure formation of particles that emerge during their synthesis and subsequent 

agglomeration. 
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Supporting information 

 

Fig. S1. Reproducibility in a) different reactors and b) at different times. 

 

 

 

Fig. S2. Particle size distributions derived from UV-vis spectra and AUC data. For conversion to 

particle size, we assume a ligand shell thickness of 2.0 nm [Jörg Radnik, et al. Analytical and 

Bioanalytical Chemistry 414 (2022), 4331–4345] and a shell density of 0.736 g/cm3 (50% 

oleylamine, 50 % n-hexane). 

 

 



 

Fig. S3. Comparison of particle size distributions derived from UV-vis, AUC with spherical 

shape assumption and AUC with tetrahedral shape assumption. For the ligand shell, the same 

parameters are taken as for Fig. S2. 

 

Fig. S4. Chemical yield at different a) temperatures and b) concentrations. 
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Highlights 

1. An aminophosphine-based automated synthesis of InP QDs with high reproducibility was 

demonstrated. 

2. PSDs derived from the UV-vis spectra can be interpreted as volume equivalent diameters 

in case of InP QDs with tetrahedral shape. 

3. A predictive model based on population balance equation was proposed. 

4. With the optimized parameter set, a very good agreement between experimental results 

and simulations was obtained, including activation energies. 

 


