
Perspective

Memristors for the curious outsiders

Francesco Caravelli1,† ID and Juan Pablo Carbajal 2, ID

1 Theoretical Division and Center for Nonlinear Studies, Los Alamos National Laboratory, Los Alamos, New
Mexico 87545, USA; caravelli@lanl.gov

2 HSR University of Applied Sciences Rapperswil, Institute for Energy Technology, 8640 Rapperswil,
Switzerland; juan.pablo.carbajal@hsr.ch

† These authors contributed equally to this work.

Version September 28, 2018 submitted to Technologies

Abstract: We present both an overview and a perspective of recent experimental advances and1

proposed new approaches to performing computation using memristors. A memristor is a 2-port2

passive resistive component and in which its resistance evolves dynamically and depends on an3

internal parameter. This review is meant to guide nonpractitioners in the field of memristive circuits4

and their connection to machine learning and neural computation.5
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1. Introduction33

The present review aims at providing a structured view over the many ares in which memristor34

technology is becoming popular. As many other hyped topics, there is a risk that most of the activity35

we see today will disipate into smoke in the coming years. Hence we have carefully slected a set of36

topics in which we have experience and we believe will remina relevant when memristors move out of37

the spotlight. After a general overview on memristors, we provde a historical overview of the topic.38

Next, we present an intuitive and a mathematical view on the topic, which we bleieve is needed to39

understand why anybody would consider alternative forms of computation. Thus, experts in the fields40

might find this article slow-paced.41

A memristor is a resistive component in which the resistance depends on the history of the42

applied inputs: voltage or current. Different curves of the applied input elicit a different dnyamic43

response and final resistance of the memristor. In addition, if we remove the input after certain time,44

thne leave the component alone, and come back to use it, the device will resume its operation from a45

resistance very simoilar to the one in which we left it; that is, they act as non-volatiel memories. The46

interplay between the response behavior and the non-volatility of the device defines its usability either47

as a storage device or for more involved purposes such as neuromorphic computing. The article will48

gravitate around the fact that memristors are electronic components which behave similarly to human49

neuronal cells, and are an alternative building block for neuromorphic chips. Memristors, unlike other50

proposed components with neural behavior, can perform computation without requiring CMOS if not51

for readout reasons.52

After the experimental realization of a memristor by Strukov et al., which brought them to53

their current popularity, Leon Chua wrote a article titled "If it’s pinched it’s a memristor" [2]. The54

title refers to the fact that the voltage drop across the device is proportional to the current flowing55

through it, but that shows an hysteresis loop when controlled with a sinusoidal voltage. That is, the56

proportionality forces the hysteresis loop to be pinched when the current is zero. The claim in Chua is57

that a device which satisfies these two properties (plus a third one described in section 3), then the58

device must necessarily be a memristor. Chua also proved that such a device cannot be obtained from59

the combination of nonlinear capacitors, inductors and resistors [2–4]. It has been shown, however,60

that this property is a modeling deficiency for redox-based resistive switches [5].61

Resistive switching was of interest even before the 2008 article. For instance the review of Waser62

and Aono shows that Titanium Dioxide had been in the radar for non-volatile memories for decades.63

Nevertheless one can identify a clear explosion of interest after the 2008 publication. In Table 1 we64

mentioned a list of established and new companies working to develop memristors technology using65

a variety of compounds. The table also contains two recent companies working on Resistive memory66

(ReRAM, RRAM) and Phase-Change-Material (PCM) type of materials.67

Table 1. A non-exhaustive list of companies using oxide materials to produce resistive switches.

HP, Hynix TiOx
IBM SrTiOx

IMEC, Fujitsu, Samsung NiOx
SMIC CuSiOx

Sharp, TSMC TiOn
NEC, Panasonic TaOx

Macromix WOx
Crossbar Inc. ReRam

Qimonda, Ovonyx, Samsung, IBM, Intel, Hynix, KnowM PCM type

Going into the many physical mechanisms that make a memristive device work does require a68

deep knowledge of material properties. For example, the histeretic behavior can be cause by Joule69

heating, as shown in an example taken from macroscopic granular materials [7]. Also, hysteresis is70

a phenomenon which is common in nanoscale devices and it can be derived using Kubo response71
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theory [8]. Kubo response theory allows calculating the correction to the resistance induced by a time72

dependent perturbation: this is the formal framework to address resistive switching due to either73

electrical, thermal or mechanical stresses in the material. We can classify physical mechanisms that74

lead to memristive behavior in electronic components in four main types:75

• Structural changes in the material (PCM like): in these material the current or the applied voltage76

trigger a phase transition between two different resistive states;77

• Resistance changes due to thermal or electric excitation of electrons in the conduction bands78

(anionic): in these devices the resistive switching is due to either thermally or electrically induced79

hopping of the charge carriers in the conducting band;80

• Electrochemical filament growth mechanism: in these materials the applied voltage induces81

filament growth from the anode to the catode of the device, thur reducing or increasing the82

resistance;83

• Spin-torque: the resistance change is induced via the giant magnetoresistance switching due to84

a change in alignment of the spins at the interface between two differently polarized magnetic85

materials.86

These mechanisms above are truly different in nature, and whilst not the only ones considered in the87

literature, are the most common ones. We provide a technical introduction to these mechanisms in88

Appendix A for completeness. We also suggest the reviews of the subject of resistive switching given89

in [9–12].90

The primary application of memristors, as we will shown in this article, is towards neuromorphic91

computing. The word neuromorphic was coined by Carver Mead [13] to describe analog circuits which92

can mimic the behavior of biological neurons. In the past years the field has experienced an explosive93

development in terms of manufacturing neuromorphic novel chip architectures, which can reproduce94

the behavior of certain parts of the brain circuitry. Among the components used in neuromorphic95

circuits we consider the memristor whose behavior resembles the one of a certain type of neurons.96

The analogies between biological neuronal systems and electronic circuits are manifold: conservation97

of charge, thresholding behavior, integration to mention jus a few. For instance, diffusion of calcium98

across the membrane can be mapped to diffusion in electronic components, and a computational role99

associated to the circuit design. Also, it is known that the brain is power efficient: roughly twenty100

percent of an individual’s energy is spent on brain activity, and this is roughly around 10 watts. Besides101

their role in biological neural models (section 6), we also discuss theoretical approaches to memristive102

circuits and their connection to machine learning (section 4 and 5).103

The connection to machine learning is complemented with an overview on analog computation104

(section 5.1). Historically, the very first (known) computer was analog. It dates (approximately) 2100105

years old, and it has been found in a shipwreck off the cost of the island of Antikythera at the beginning106

of the past century [14] (only recently it has been understood as a model of planet motion). Despite107

our roots in analog computation, our era is dominated by digital computers. Digital computers have108

been extremely useful at performing several important tasks in computation. We foresee that future109

computers will likely be a combination of analog (or quantum analog) and digital (or quantum digital)110

computing chips. At the classical level, several analog computing systems have been proposed. Insofar,111

most of the proposed architectures are based on biological systems, whose integration with CMOS112

can be challenging, and this is the reason why analog electronic components are seen as promising113

alternatives [15,16].114

Digital computation has been dominated by the von Neumann architecture in combination with115

CMOS technology. Within this architecture we find two types of memory: Random Access Memory116

(RAM), a volatile and quick memory in which computation is performed, and non-volatile Hard-Disk117

(HD) for storage of long term information. The neat separation between memory (RAM and HD) and118

computing (the processors or CPU) is a key features of computation using von Neumann architecture.119

It requieres that the data is split into packets, transfer to the CPU where computation is performed,120

and then repeat until the full computation task has been completed. As far as our understading goes,121
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this separation is not present in the brain, in which memeory and processing happen within the same122

units. Several proposed architectures that mimic this have been proposed, most of them based on123

memristors [17]. This type of computation is referred to as memcomputing.124

This article is organized as follows. We first provide a historical introduction to memristors, as it125

is understood by the authors (sec. 2). We then provide the key ideas behind the technology with simple126

mathematical models (sec. 3). Albeit separated from the main text, we have provided an introduction127

to the main technology and physical principles underlying memristors in the Appendices A. We128

then focus our gaze on the description and use of memristors both for data storage (sec. 4) and data129

processing (sec. 5): the former is the current target for marketing the technology, the second is believed130

to be the main application of memristors in the long run. The similarity between memristors and131

neurons allows the implementation of machine learning on chip via Memristor/FPGA interfaces using132

crossbar arrays, we cover this topic in section 4.1. We have dedicated section 5.1 to overview the133

fundamental topic of analog computation, followed by a brief recapitulation of machine learning134

techniques that can be seamlessly used with memeristors (sec. 5.2- 5.3). We close the article with some135

remarks that should help in the discussion of the topics covered.136

2. Brief history of memristors137

The earliest known occurrence of a “memristive" behavior in circuit components is in the study,138

by Sir Humprey Davy’s, of arc (carbon) lamps [18], dated to the late 19th century. Another example,139

which was key to the discovery of the radio, is the coherer [19,20]. The coherer was invented by140

Branly [21] after the studies of Calzecchi-Onesti, and inspired Marconi’s radio receiver [22]. Branly’s141

coherer serves as perfect homemade memristor [7], as it simply requires either a (fine) metallic filling or142

some metallic beads, and it falls within the Physics discipline of electrical properties of granular media.143

Coherers are very sensitive to magnetic fields, and thus can act as a radio receiver and as we describe144

in the Appendix A, they do posses a typical hysteric behavior which is associated with memristive145

components. At the simplest level of abstraction, a memristor is a very peculiar type of nonlinear146

resistance with an hysteresis (e.g. they possess an internal memory). Currently, the discussion is147

focused not only on the application of this technology to novel computation and memory storage, but148

also on the fundamental role of memristors in circuit theory [23]. While this discussion is important,149

let us see first discuss why memristive behavior is not uncommon in analog computation. We thus use150

the analog of hydraulic computers.151

Hydraulic computers were built in Russia during the 1930s before valves and semiconductor152

were invented. The hydraulic computers designed by the Russian scientist Vladimir Lukyanov were153

used to solve differential equations (Fig. 1); other models like MONIAC [24], would be later employed154

by the Bank of England to perform economic forecasts.155

Figure 1. Lukyanov’s hydraulic computer or water integrator. Picture from Moscow Polytechnical
Museum.
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The idea behind these computers was to use hyrdraulics to solve differential equations. As156

Kirchhoff laws can be stated for any conservative field, we have that the pressure drop in a loop is157

equal to the actions of pumps in that loop. The conservation of mass is equivalent to conservation of158

charge, and to Kirchhoff’s second law: in the steady state, the the mass of water entering a node must159

be equal to the mass flowing out. Ohm’s law is equivalent to Poiseuille’s law in the pipes: a porous160

material in the pipes, or a constriction, is equivalent to a resistance. A material that expands when161

wet, like a sponge, will increase the resistance to the flow as it absorbs the water. This is equivalent162

to a higher resistance which depends on the amount of water that flowed thought the system, i.e.163

memristor-like. The sponge, however, does not have a polarity, while memristor do depending on164

the physical mechanism which induces the switching. Other memristor-like systems can be built with165

other mechanical analogs [25,26], plants and potato tubes [27] or slime moulds [28,29] just to name a166

few.167

The modern history of memristors is tied to the work of Leon Chua. The first time the word168

memristor (as an abbreviation for memory resistor) appeared was in the now celebrated Chua 1971169

article [3]. During the 1960’s, Leon Chua worked extensively on the mathematical foundations of170

nonlinear circuits. When he moved to Berkeley, where he currently is a Professor, he had already won171

several awards such as the IEEE Kirchhoff Award. The definition of memristor was made clearer in172

a second paper with his student at the time, Sung Mo Kang [4]. The second work was an important173

generalization of the notion of memristor and is the one we used in the present paper. Chua and174

Kang introduced the notion of ’memristive device’: a resistance which depends on a state variable (or175

variables), which is sufficient to describe the physical state (resistance) of the device at any time. The176

component defined by Chua, and then Chua and Kang, is a resistance whose value depends on some177

internal parameter, which in turn has to evolve dynamically according either to current and voltage.178

Implicitly, one needs to also define the relationship between the resistance and the state variable, which179

characterizes the device resistance. In the analogy above with hydraulic computers, the state variable180

represents by the density of holes in the sponge as a function of time, while the resistance is the amount181

of traversable area. The 1976 and the 1971 papers were mostly mathematical and formal, without any182

connection to the physical properties of a real device. The 1976 paper also introduced the fact that if183

one controls the device with a sinusoidal voltage, then one should observe Lissajous figures in the184

current-voltage (I-V) diagram of the device. It also established that any electronic component that185

displayed a pinched hysteresis in the I-V diagram has to be a memristor. The eager reader will find186

more details on the devices in the rest of the paper.187

Over 30 years after the work by Chua and Kang, the field of memristors was basically non-existent.188

Strukov, Williams and collaborators, working at Hewlett-Packard Labs were studying on oxide189

materials and resistive switching. The physics of resistive switching was known since the early190

’70s, with the introduction of Phase-Change Materials. The physical origin of resistive switching was191

well studied, albeit not fully understood [6,30,31]. The idea that memristors could be experimentally192

realized became popular with the article of Strukov et al. at HP Labs. Before, the word memristor was193

confined to the theoretical predictions put forward by Chua, and by Chua and Sung Mo Kang, and194

the subject remained basically a mathematical exercise for almost 40 years, until the HP group realized195

that Titanium Dioxide components could fit the definition of memristors.196

3. Mathematical models of memristors197

In this section, we provide a general mathematical description of memristive systems followed198

by the details of the memristor model with linear memroy dynamics proposed by Strukov et al.. The199

latter is one of the simples memristors models that captures the behaviors relevant for technological200

applications of memristive systems.201

The fundamental 2-port passive electric components are the resistors, capacitors and inductors.202

These components couple the voltage difference v applied between their ports with the current i203

flowing through, with the following differential relationships:204
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Resistor: dv = R di;

Capacitor: dq = C dv, dq = i dt;

Inductor: dΦ = L dv, dΦ = v dt.

(1)

These relations introduce the resistance R, the capacitance C, and the inductance L. The memristor205

was initially and abstractly formulated as the relationship:206

dΦ = M dq, (2)

which, in order to be invertible, must have M defined either in terms of Φ, or q, or it must be a207

constant. The latter case coincides with the resistor, while if M is defined in terms of Φ, then we have a208

voltage-controlled memristor; if it is defined in terms of q it is a current-controlled memristor. The units209

of the coupling M are Ohms, as can be seen by the units of the quantities it relates. This latter fact and210

its definition, justify the qualifier of nonlinear resistor. However, accoridng to Chua [2], only nonlinear211

resistor fullfiling three specific requirements are classified as memristors. The three requirements are212

stated as properties of the current-voltage (I −V) diagram that is observed experimentally when the213

device is controlled with a sinuisoidal voltage at a certain frequency. As mentioned in the introduction,214

the first is a pinched hysteris loop, i.e. V = 0 → I = 0. The second is that as the frequency of the215

driving signal increases then correlation coefficient of the I−V curve decreases. The third requirement216

is the recovery of pure resistance (no hysteresis) for high frequencies. If we plot I(t) vs V(t), the217

diagram is the celebrated pinched hysteresis loop which only memristor satisfy. An example is shown218

in Fig. 2.219

Many systems, not necessarily electric ones, can fulfill all these properties. Physical systems with220

memristor-like behavior are denominated memristive systems, and are described by the following221

nonautonomous (input-driven) dynamical system,222

dx
dt

= F(x, u),

y = H(x, u)u,
(3)

where x is a vector of internal states, y a measured scalar quantity and u a scalar magnitude controlling223

the system. The pair (y, u) is usually voltage-current or current-voltage, hence the second equation is224

simply Ohm’s law for the voltage-current relationship. In the first case (current controlled system) the225

function H(x, u) is the called memristance, and it is called memductance in the second case (voltage226

controlled). The function H(x, u) is assumed to be continuous, bounded and of constant sign, leading227

to the zero-crossing property or pinched hysteresis: u = 0⇒ y = 0. The states x can be many physical228

states other than charge, e.g. the internal temperature of a granular material. The minimum number of229

internal states on which H(x, u) depends is called the order of the memristive system.230

Among the class of memristive systems the model proposed by Strukov et al. is appealing due to231

its simplicity. This model, shown in eqns. (4)-(5) captures the basic properties of memristors that are232

relevant for understanding of the device and for its technological applications. Eqns. (4)-(5) model the233

behavior of a current-controlled Titanium Dioxide memristor [1], also known as the HP-memristor:234

dw(t)
dt

= αw(t)− 1
β

I(t), (4)

V(t)
I(t)

= R (w(t)) := Ron [1− w(t)] + Roffw(t) (5)

w(0) = w0 → R(w0) = R0, 0 ≤ w(t) ≤ 1, (6)
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Figure 2. Pinched hysteresis loop of a HP-memristor. The parameters of the model are α = 0,
β = 0.3 mA, Ron = 1 kΩ and Roff = 6 kΩ. The driving voltage is V(t) = sin(2π f t) with f taking
several values. We see that for increasing frequencies the hysteresis is reduced, eventually converging
to a line (resistor). The loop slope (dashed lines) decreases with increasing frequency.

where I(t) is the current flowing in the device at time t. The quantities Ron ≤ Roff in the parametrization235

of the resistance R in terms of the adimensional variable w(t) (called memory), define the two limiting236

resistances. The parameters α and β, adimensional and dimensional respectively, define the dynamic237

properties of the memristor. The parameter α ≥ 0, sometimes called volatility, indicates how fast the238

resistance drifts towards Roff in the absence of currents. Since the resistance function depends on a239

single state w the model is of first order. Albeit this model has several drawbacks when it comes to240

its connection to the physical behavior of ion migration in the conductor [8,23,25,32–35], it will be the241

reference for most derivations and discussions in this article.242

We begin with the case with α = 0, i.e. a non-volatile memristor. We solve the system of equations243

above using a driving voltage V(t) which is such that for all times 0 < w(t) < 1, i.e. the memristor244

should not saturate at any time, e.g. with a zero mean small amplitude V(t) [36]:245

R (w(t))
d
dt

w(t) =
d
dt

(
(Roff − Ron)

1
2

w2(t) + Ronw(t)
)
= −V(t), (7)

from which we derive, if we define ξ = Roff−Ron
Ron

and integrate over time:246 (
ξ

2
w2(t) + w(t)

)
=

(
ξ

2
w2(t0) + w(t0)

)
+
∫ t

0
V(τ)dτ, , (8)

which solution is given by247

w(t) =

√
2
(

ξ
2 w2(t0) + w(t0) +

∫ t
0 V(τ)dτ

)
ξ + 1− 1

ξ
. (9)

This equation fulfills the three properties defining a memristor: it has the zero crossing property,248

the loop tilts to the right when we increase the frequency of the driving signal, and the loop becomes a249

line for high frequencies. To see the latter consider V(t) = V0 cos (ωt), as the frequency ω → ∞. For250

this voltage the integral in eq. (8) goes to 0, and w(t)→ w(t0). This implies a constant resistance, i.e.251

the memristor becomes a resistor for high frequencies.252

In this model, we have that w(t) ∼ q(t), where q(t) is the charge in the conductor. For a titanium253

dioxide thin film, it was shown in [1] that254
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β−1 ∼ µeRon

D
, (10)

and thus255

R(q) ≈ Roff

(
1− µeRon

D2 q
)

. (11)

Where µe is the electron mobility in the film, Roff is the resistance of the undoped material (for instance256

titanium oxides, ∼ 100 Ω), and D is a characteristic length of the film. From the micrometer to the257

nanometer the value of β grows by a factor of 106, which is why the memristance in this material is a258

nanoscale effect.259

Memristors are also referred to as resistive switches, because if Roff
Ron
� 1, and β is small enough,260

the memristor can be quickly driven from one state to the other via a current inversion. The operation261

is often referred to a SET or RESET in the technical literature, depending on the operation one is262

interested in, and it allows the use of memristors as bits.263

In the volatile case, i.e. α > 0, the memristor does not retain its memory state. When a volatile264

memristor is not activated via an external forcing, the memristor drifts to its insulating phase, R(t =265

∞) = Roff. That is, if I(t) = 0, then the internal memory is simply given by w(t) = w0eαt. This266

behavior was first experimentally observed in [37]. Volatility is discussed again in Section 5.4.267

The numerical model of the memristor allows us to study their theoretical capabilities as well268

as simulating large networks of these devices. From the point of view of numerical simulations, the269

dynamics at the boundaries of w need to be stable, or alternatively, w be constrained in [0, 1]. In general270

the latter does not scale well in terms of runtime, and for this reason it is often useful to bound the271

internal states of the memristor model via the introduction of window functions [1,38–43]. Since we are272

not aware of systematic validations of windowing functions with real devices, we believe they should273

be considered tricks useful for large simulations. We mention here common windowing techniques274

based on polynomials, for a extensive review we refer the reader to [41]. Polynomial windowing275

functions are inspired by non-linear dopants drift can be introduced via the so-called Jogeklar window276

function F(x) [39,43], such that F(1) = F(0) = 0, which generalized the evolution of w(t) as277

dw(t)
dt

= αw(t)− F(w)
1
β

I(t), (12)

where the window function can take the form F(w) = 1 − (2w − 1)2p with p positive integer.278

Depending on the type of memristor model different window functions might provide a better279

approximation of the nonlinear effects near the boundaries of the memory. For an overview of the280

various mechanisms that can be involved we refer the reader to the Appendix A.281

4. Memristors for storage282

A memristor can be used as a digital memory of at least one bit. The simplest way to achieve this,283

is to use the memristor as a switch. If the memristor is non-volatile we can set its memristance to the284

value Ron or Roff using a voltage or current pulse, and associate these resistances with the state of a285

bit. We stress that non-volatility is essential for memory applications, because a volatile memristor,286

i.e. one that drifts back to a high resistance state autonomously, would require a permanent source287

of current/voltage to keep it in the low resistance state. Volatility will, in general, render memristive288

memory worthless in terms of energy consumption. This is one of the reasons why volatility is289

engineered out of the devices meant for storage applications, e.g. ReRAM.290

In order to illustrate the mechanism of flipping a bit, consider the non-volatile memristor model291

described by eqn. (4) (i.e. α = 0) connected to a constant voltage source Vwrite. Solving the differential292

equation gives:293
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Figure 3. Reset and set for TiO2, from [44], with pulse within the hundred of microseconds.

w(t) =
√

a + bVwritet, (13)

where the coefficients a, b depend on the parameters, but not on the input voltage. Thus, by controlling294

the sign of the input voltage Vwrite we can switch the resistance from Roff to Ron and viceversa (the flip295

of a bit). The switching happens within a characteristic time τ:296

√
a + bVwriteτ = 1→ τ ≤ 1

bVwrite
. (14)

Hence, to flip the bit we need to apply Vwrite for at least this amount of time. To read the bit, we apply297

a voltage Vread � Vwrite (and optionally for period of time shorter than τ) and compute the resistance298

from current measurements.299

Eqn. (13) applies only to the idealized memristor described by the model in eqns. (4)-(5). This300

model might not be valid for real devices which will show a different dynamic response to input301

voltages or currents. However, the idea of controlling and reading a memristor bit with pulsed inputs302

remains the same. Fig. 3 shows the response of a real TiO2 memristor to write voltages (SET and303

RESET).304

The fact that we can write and read the state via signal pulses allows for advantageous scaling305

of power consumption and bit density [see 45, for details]. As we discuss below, it is possible to use306

crossbar arrays with memristors to increase the density of components. The density of components in307

crossbar arrays scales as 1
4`2 , where ` is set by the length scale of optical litography (a few nanometers).308

The reported state of the art as we write this article is roughly 7 GB/mm2, and with writing currents of309

0.1 nA [46].310

Another challenge for storage based applications, besides volatility, is device variability, e.g. the311

variation of properties like the switching time τ for devices built under similar conditions. Current312

research in oxides focuses on these variability aspects, how to standardize the production of memristors,313

and the optimization of properties like the switching and retention time, and the durability of each314

singular device. The status of the technology for memory storage for different type of devices is315

presented in Tab. 2.316
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Table 2. Characteristics of various storage devices (for details see [47]). The table compares to memristor
technology to competitors like PCM and more standard devices based on STT, DRam, Flash and HD.

Memristor PCM STT-RAM DRAM Flash HD
Chip area per bit (F2) 4 10 14-64 6-8 4-8 n/a

Energy per bit (pJ) 0.1-3 101−2 0.1-1 100 103 104

Read time (ns) <10 20-70 10-30 10-50 104−5 104

Write time (ns) 20-30 101−2 101−2 101 105 106

Retention (yrs) 10 10 10−1 10−5 10 10
Cycles endurance 1012 107−8 1015 1017 105− 8 1015

3D capability yes no no no yes n/a

Figure 4. Learning matrix, introduced by Steinbuch [48] and reproduced from [49].

4.1. Crossbar arrays317

In this section we briefly review the crossbar array architecture used in memristor based storage318

and its application in artificial neural networks.319

Crossbar arrays are based on the architecture depicted in Fig. 4. The figure shows an array320

composed of horizontal (e-lines) and vertical (b-lines) lines that are initially electrically isolated from321

each other. A 2-port component, e.g. a memristor, is connected across each pair of vertical and322

horizontal lines.323

To use crossbar arrays, a voltage ξ j is applied to the j-th e-line, and an another voltage ηi to the i-th324

b-line. A memristance wj,i, placed across j-th e-line and the the i-th b-line, is controlled by the voltage325

ξ j − ηi. This arrangement allows for simple indexing of the memristances, and is the mechanism326

behind a Content-Addressable-Memory (CAM) which is used in crossbar arrays. The idea of this327

construction dates back to Steinbuch’s "Die Lernmatrix" [48,50].328

Crossbar arrays can be used for matrix-vector multiplication using the voltages
{

ξ j
}

as inputs329

and the voltages
{

ηi
}

as outputs. For a resistance independent of the input voltage or current, the330

relation between them is given by ~η = A~ξ, where the elements of the matrix A are:331

Aij =
M−1

ij

R̃−1
i + ∑s=1 M−1

is

. (15)

R̃i are the resistances on the output b-lines ~η, and Mij is the memristance of the memristor between332

the i-th b-line and j-th e-line. An algorithm for setting the (mem)resistances given a matrix can be333

found in [51]. To apply this method with memristors, the voltages differences need to be small/short,334
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Figure 5. Memristors used for synaptic weights in ANNs. Reproduced from Fig. 2 of [54]

to avoid changing their memristance, or all memristors need to be in one of their limiting states Ron or335

Roff.336

The component density of crossbar arrays can be increased by stacking [52,53]. The stacking of L337

crossbar layers on top of each other scales the density of components by the factor L, i.e. a theoretical338

scaling of L
4`2 . In multilayered arrays memristors are controlled using the corresponding horizontal339

and vertical lines of each layer.340

Memristive crossbar arrays can be used to encode the synaptic weights of feed-forward or341

recurrent artificial neural networks (ANNs) [54]. In ANNs the input to neurons in a given layer342

(post-synaptic) is computed as the multiplication of the outputs of neurons in the previous layer343

(pre-synaptic) and the matrix of synaptic weights connecting the two layers (Fig. 5). Then, the344

multiplication is carried over using the multiplication algorithm previously described. The output345

of pre-synaptic neurons is encoded in the voltages of e-lines of the crossbar array, and the input to346

post-synaptic neurons is decoded from the currents on the b-lines. Applications go beyond this direct347

implementation of the multiplication algorithm. For example in [54] the synaptic weights are encoded348

as the difference of the conductance between two memristors. Similar ideas have been exploited to349

design other computational models based on stateful logic [55] and differential pair synapses (called350

“kT-RAM") [56].351

The potential benefits of utilizing memristor based ANNs are speed and energy efficiency. The352

computation and storage use the same location in the network, and analog inputs are directly feed to353

the neurons. This minimizes the reading-writing costs incurred by the conventional von Neumann354

architecture, and the energy losses of analog-to-digital conversion.355

4.2. Synaptic plasticity356

Synaptic plasticity can be broadly defined as the modification of the synaptic conductance as a357

function of the activity of the neurons connected to it. This definition rules out autonomous plasticity,358

which is the slow synaptic conductance decay of inactive synapses (volatility). Autonomous plasticity359

is fundamental for data processing applications and will be considered in section 5.360

Non-autonomous synaptic plasticity can be classified in several types, e.g. spike rate-dependent361

plasticity, spike timing-dependent plasticity, short-term plasticity, long-term plasticity, etc. In the study362

of synaptic plasticity of the human cortex, Hebbian or Anti-Hebbian (related to the simultaneous363

firing of two neurons) [49,57,58] are often underpinning the learning mechanism. Our aim here is not364

to describe the types of plasticity, their biological underpinnings, or how difficult is to isolate each365

class in biological and experimental systems, but to illustrate how memristors, used as memories, can366

implement the change in weights based on pre- and/or post-synaptic activity.367
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For an overview of the different types of synaptic plasticity and references to further reading, we368

refer the reader to the book chapter by La Barbera and Alibart [59].369

Synaptic plasticity is modeled by choosing the plasticity inducing variables x ∈ X (e.g. relative370

arrival times of spikes, relative neural activity, etc.) and a mapping from these to the change of the371

synaptic weight372

fX : X →W∆ ⊂ R. (16)

This mapping is based on biological models, or simplified adaptation mechanisms. For example in373

Spike Timing-Dependent Plasticity (STDP), the inducing variable is the relative timing of two or more374

activity spikes in the connected neurons. Plasticity is then defined with a mapping fSTDP : Tn−1 →W∆,375

taking the relative timing of n spikes ∈ Tn−1 (typically 2 or 3) to a weight change ∈ W∆ (usually376

represented as relative change). In Spike Rate-Dependent Plasticity, we replace the timing domain377

with a relative rate domain.378

To implement plasticity in memristors as synaptic weights, we need a writing voltage that379

represents the synaptic change. That is, we need a further mapping380

fV : W∆ → V, (17)

where V is the set of valid writing voltages. The composed mapping fV ◦ fX : X → V gives the381

final implementation of synaptic plasticity. The mapping fV depends on all the characteristics of the382

technology used, e.g. the physical mechanisms of memristance (see Appendix A), the neural network383

architecture (e.g. crossbar array), the controlling electronics, etc. Obtaining the function fV in the384

mapping above is the main challenge in synaptic plasticity applications, and thus requires considerable385

effort. A survey of complete and partial implementations of synaptic plasticity in nanoscale devices is386

summarized in [59, sec. 4.1]. For example [60] uses STDP to implement unsupervised learning with387

ReRAM synapses.388

STDP receives a lot of attention in the neuromorphic field as exemplified by the latter reference389

and the review of Serrano-Gotarredona et al. in which we base the following setences. The reader390

interested in hardware impelentations of STDP shold consult that resource. STDP is among the most391

developed memristors implementation of in-silico plasticity, it can be implemented in very large and392

very dense arrays of memristors without global synchronization, and learning occurs on-line in a393

single integrated phase (as opposed to off-line learning). The impact of the dynamical model of the394

memristor has been studied in the implementation of STDP, and the learning rules can be adapted395

to the different behaviors. As in most application of memristors as non-volatile storage of (synaptic)396

weights, it suffers from the intrinsic varibality of the units, which more general neuroimorphic circuits397

are able to exploit [62].398

5. Memristors for data processing399

Device variability (sec. 4) and volatility (sec. 4.2) were mentioned as current challenges for most400

applications based on memristive memories. This is in contrast with biological systems, which are401

not built in clean rooms and it is hard to think of evolution exploiting ideal systems as a reference402

for design. Biological systems perform despite noise, nonlinearity, variability, lack of robustness, and403

volatility. Whether these ingredients hinder the performance of biological systems or are actually a404

building block for it, it is still unknown. Sometimes they are avoided, not because it would have an405

undesired effect in practice, but simply because its effect cannot be easily modeled or studied (e.g.406

we have but a few tools to deal with nonlinear systems intrinsically, beyond the iteration of linear407

methods). Hence, there is no reasons to believe that eliminating naturally occurring properties is the408

path to success in achieving artificial systems that perform comparably to biological ones.409

This section overviews some applications that embrace device volatility [63], nonlinear transients,410

and variability [64, sec. 7.5], to implement learning methods with memristors. To put these methods411
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within an unifiying framwework, we first review the concept of analog computation, and discuss its412

relation to the physical substrate on which it is implemented.413

5.1. Analog computation414

To pin down the concept of analog computation we compare analog and digital computers,415

assuming that the latter is familiar to most readers. The principal distinction between analog and416

digital computers is that digital operates on discrete representations in discrete steps, while analog417

operates on continuous representations, i.e. discrete vs. continuous computation [refer to 65, for a418

complete discussion and historical overview] [66,67].419

In all kinds of computation the abstract mathematical structure of the problem and the algorithm420

are instantiated in the states and processes of the physical system used as computer [68]. For example,421

in the current digital computer, computation is carried on using strings of symbols that bare no physical422

relationship to the quantities of interest; while in analog computers the latter are proportional to the423

physical quantities used in the computation. Figure 6 illustrates the relation between representation of424

the problem in the designers mind and instantiation in the computers states.425

U

V W

X

W ′

decode or
represent R

COMPUTATION

encode or
instantiate E

real world

D(x, u)

Figure 6. Computing with dynamical systems adapted from [68]. Conceptual depiction of the sets
and transformations involved in a typical computation using a dynamical system D. In this case,
the computation is defined by its action on the input-output set V, W. The inputs u(t) ∈ U to D are
encoded or instantiated versions of V through the transformation E . The output of the dynamical
system x(t) ∈ X is decoded or represented back into the set W ′ via the readout transformationR. When
W and W ′ are similar, the composed transformationR ◦D ◦ E is a proxy for the sought computation.

We can decompose computation in three stages: i) encoding, ii) processing, iii) decoding. To426

program a computer, we need to design a suitable process to encode the input and to decode the427

result of the computation. The three stages require an advanced understanding of the behavior of the428

physical substrate, how it reacts to inputs and how it transforms its states. This is true if the computer429

is meant to implement an universal model of computation, or if it is specialized hardware optimized430

to solve a particular subclass of problems.431

The encoding and decoding maps relate the states of the computer to our understanding of the432

problem, and their definition is a recurring challenge in the design of computers. We mentioned this433

difficulty when building memristive synaptic arrays with plasticity (sec. 4.2); data representation in434

biological systems is still an open research field, and natural systems tend to smear out our pristine435

categorizations of encodings. There is yet another difficulty to attend when defining encoding and436

decoding maps. To avoid confounding, the class of maps needs to be restricted, because ill-defined437

maps (e.g. encryption) will complicate computation, while too sophisticated maps could render438

the contribution of the computing device negligible. The former will deteriorate the computing439

performance, while the latter is just bad design. In other words, the problem needs to be specified440

using the "language" of the computing device. Using the wrong language increases the difficulty of the441

problem, and consequently decreases performance. To understand the language of the device we need442
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the equivalent of Shannon’s analysis of the differential analyzer [69]. The encoding-decoding pair is443

also linked to the "natural basis of computation" [70] of a device, which refers to the description of the444

device behavior suited for the computation purposes.445

The success of digital computers is in part given by the efficiency to instantiate and process an446

universal model of computation able to solve all kinds of computation problems, as conjectured by447

the Church-Turing(-Deutch) thesis. This is achieved by a precise control on each step of computation448

and the way the computer transforms its states. Another advantage of current digital computers449

over analog prototypes is the very high precision they provide for the instantiation and solution of a450

problem’s quantities. This high precision, however, is unnecessary in many engineering applications,451

in which the input data are known to only a few digits, the equations may be approximate or derived452

from experiments, and the results are not sensitive to round-off errors [see 71, for an overview].453

Therefore, research into specialized hardware (analog of digital) is a worthy activity.454

Since analog computers escape the frame of relevance of the Church-Turing thesis, it has been455

argued that they can be more powerful than digital computers[65, sec. "Analog Computation and456

the Turing Limit"]. Besides this hypothetical benefit, it is worth exploring the efficiency of analog457

computers to solve subclasses of problems, i.e. specialized analog hardware, and to understand their458

pervasiveness in natural systems, perhaps linked to the precision attained by systems built from many459

imprecise cheap modules. This is not a simple task, since many of these analog computers outsource460

some of the process control present in digital computers to the natural dynamics of the physical461

substrate, elevating the bar on the level of understanding required to build and program them.462

As an example of an analog computer let us consider an hydrostatic polynomial root finder [72].463

Consider the following polynomial equation:464

n

∑
i=1

xici + c0 = 0, (18)

The aim is to find a real value x for which the equality holds, i.e. we want one root of the polynomial465

p(x) = ∑n
i=1 xici + c0. For the sake of this illustration, lets consider the case n = 2. In Fig. 7 we show466

the design of an hydrostatic root solver. In one side of a pivoting lever, a shape is set to represent each467

term in the derivative of the polynomial (e.g. flat for the derivative of c1x, linear for the derivative468

of c2x2). In the other side of the lever we set a weight for the constant term. When the device is469

submerged into water, the depth at the device equilibrates is a solution of the polynomial equation.470

Figure 7. The hydrostatic root solver. Shapes encode the polynomial coefficients. A weight encodes the
constant term. The depth at which torque is zero, is a solution of the polynomial equation.

The example above illustrate the major role played by the understanding of the physical device,471

and how it allows us to encode and solve the specific problem we are interested in. As mentioned before472

this is common to all sort of computers; we proceed to mention a few. The electronic digital computer473

exploits the behavior of transistors to encode the symbols of the computational model (essentially474

Boolean logic) it uses for computation. Quantum annealers, considered for efficiently solving Mixed475

Integer quadratic Programming [73, sec. 2.7], use the spins of a physical system and the computation476

of a quantum Ising model to solve the optimization [74]. DNA computing exploits the self-assembly477

and preferential attachment of DNA strands to encode tiling systems with Wang tiles [75,76]. Slime478
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molds [29] computation exploits the behavior of these protists to implement distributed optimization,479

e.g. shortest path, using the position of nutrients on the Petri dish to encode problems, and chemotatic480

behavior of the mold to solve them; the solution is read out from the distirbution of mold cells in the481

Petri dish. Ant colony optimization [77] is inspired by the behavior of their natural counterpart and482

uses digital models of pheromone dynamics for computation (see also stigmergy [78]).483

In the subsequent sections we describe in some technical details algorithms meant to realize484

computers using memristive systems.485

5.2. Generalized linear regression, Extreme Learning Machines, and Reservoir computing486

Arguably the most used method to relate a set of values X (inputs) to another set of values y487

(outputs) via an algebraic relation is linear regression: y = X>β. However, in many realistic situations488

we believe that the relation between these sets of values is unlikely to be linear. Hence a nonlinear489

counterpart is needed. The simplest way to generalized a scalar linear regression model between inputs490

and outputs, is to apply a nonlinear transform to the inputs to obtain a new linear model y = G(X)>γ,491

where only the coefficient vector γ (or matrix when the output is not scalar) is learned from the data.492

This nonlinear method is linear regression in a space generated by nonlinear transformations of the493

input (see kernel methods [79,80]). In neuromorphic computation the transform is commonly given a494

particular structure by choosing a set of Ng nonlinear functions and apply it to each input vector:495

G(X)>ij = gj(x(i)), i = 1, . . . , N j = 1, . . . , Ng. (19)

This method is known as Extreme Learning Machines (ELM) [81] and has been implemented in496

hardware exploiting the variability of fabricated devices to generate the nonlinear transformations [82,497

83].498

This formulation resembles two other mathematical methods that are worth mentioning:499

generalized Fourier series and generalized linear methods. The relation with generalized Fourier series500

is made evident when the samples have a natural ordering (e.g. not i.i.d. time samples i↔ ti), then we501

can write the regression model as502

y(t) =
Ng

∑
k=1

γkgk(x(t)), (20)

which has the structure of a truncated generalized Fourier series (but not all the ingredients).503

The resemblance with generalized linear models is made evident by considering the function504

g(x) = `−1(x>η) (` is the link function) and Ng = 1; we obtain:505

yi = γ1`
−1(x(i)>η). (21)

However generalized linear models require that we learn the vector of coefficients η from the data,506

rendering the problem nonlinear. This breaks the analogy with ELM in which the η vector should be507

fixed a priori. The analogy is somehow rescued if we are given a distribution p(η) for the η vector508

encoding prior knowledge or beliefs about the solution to the generalized linear model. In this case we509

can build an ELM with Ng � 1510

yi =
Ng

∑
k=1

γk`
−1(x(i)>ηk) ≈

∫
H
`−1(x(i)>η)p(η)dη, (22)

where the set of
{

ηk
}

coefficient vectors are sampled from the prior distribution, expecting that model511

averaging [84] will approximate the generalized linear model.512

Summarizing, ELM uses a linear combination of a predefined dictionary of functions to513

approximate input-output relations. The next step of generalization is Reservoir Computing514
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(RC) [85–87], in which the Ng functions are the solution of a differential or difference equations515

using the data as inputs, e.g.516

u(t) = E(x)(t) ∈ Rdim u, (23)

Dλq = Bu(t), B ∈ Rdim q×dim u, (24)

g = Hq , H ∈ RNg×dim q, (25)

y(t) = γ>g =
Ng

∑
k=1

γkgk(t, u(t), λ) (26)

where the differential or difference equations are denoted with Dλ (operator notation) with λ a vector517

of parameters that includes physical properties and the boundary (initial) conditions, and dim q ≥ Ng.518

The connectivity matrices B and H are typically random, the latter mixes the dim q states to obtain Ng519

signals (these could also be nonlinear mappings). As explained in section 5.1, the input data is encoded520

by the transformation E (or B ◦ E ) to properly drive the system. This encoding, the operator Dλ, and521

the connectivity matrices are defined a priori, and only the coefficients γ combining the g functions522

are learned from the data, as in ELM. These coefficient (or γ>H) define the readout transformationR523

(see Fig. 6).524

The generalization proposed by RC is made obvious with the choice of arguments for the525

component functions
{

gk
}

in eq. (26): they can have i) an intrinsic dependence on time, e.g.526

autonomous behavior of the dynamical system; ii) they depend on the inputs, and iii) they depend on527

the properties of the dynamical system. Property ii) says that these functions are not fixed as in ELM,528

they are shaped by the data signal. Stated like this, the problem of implementing computation with529

reservoirs is strongly related to a nonlinear control problem.530

RC allows for machine learning applications using natural or random dynamical systems, as531

opposed to carefully engineered ones. The only strong requirement is that we are able to stimulate532

states of the system independently with signals encoding the input data, a classical example is the533

perceptron in a water bucket [88]. Hence, RC implementations using memristive networks has received534

considerable attention (software [see 63, and references therein] and hardware [89]).535

The case of memristor based RC using the HP-memristor, eqns. (4)-(5), is fairly well understood:536

a differential equation to simulate the propagation of signals across the circuit and the interaction537

between memristors has been derived in [90] (see also eqn. (34)). In those equations the role of the538

circuit topology is extremely important in the collective dynamics of the circuit and in processing the539

input information. When working with RC and memristors, it is important to prevent the saturation of540

all devices, since a saturated memristor becomes a linear resistor that only scales the input.541

5.3. Neural engineering framework542

The Neural engineering Framework [64] exploits our current understanding of neural data543

processing to implement desired computations. It confines linear models to a particular class of544

basis functions, inspired by biologically plausible neuron models but not restricted to them. Here545

we describe this framework in the case of function representation, the structure of the framework is546

analogous to other representation instances (scalar, vector, etc.). The reader is referred to the original547

work [64] for a comprehensive description.548

The framework entails the characterization of an admissible set of functions that can be549

represented by a population of N neurons. In particular, the functions and their domain need to550

be bounded: f : (xmin, xmax) → ( fmin, fmax). These functions are then encoded by a population of551

neurons with a predefined set of encoders of the form:552
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ai( f (x)) = Gi (Ii( f (x))) , (27)

Ii( f (x)) = αi〈 f (x)φ̃i(x)〉+ Ibias
i , (28)

where Ii represents the total input current to the i-th neuron soma. The functions ai and Gi are the553

tuning curves observed by neurophysiologists and the response function of the i-th neuron, respectively.554

Gi is a biologically inspired model of the firing rate, e.g. integrate-and-fire (LIF) neuron. The encoding555

generators
{

φ̃i
}

(analogous to preferred directions) are defined a priori, and 〈 f (x)φ̃i(x)〉 is a functional556

defined on the space of functions to be represented, e.g. in the original description this is the mean557

over x. These encoders convert the function f (x) into firing rates (or actual spike counts for the case of558

temporal encoding).559

The encoding is matched with a corresponding decoding procedure that brings firing rates (spike560

counts) back to the function space. The decoder takes the generic form:561

f̂ (x) =
N

∑
i

ai( f (x))φi(x), (29)

where φ(x) are the unknowns of the framework. That is, given some input x and neural population’s562

firing rates (spike counts) we can build functions of the input using the decoders
{

φi
}

. In the original563

formulation the decoders are obtained via minimization of least square errors (with regularization in564

the case of noisy encodings), but other methods could be used, e.g. optimal L2 dictionaries [91].565

The framework defined in eqns. (27)-(29) can realize arithmetic on functions of the input as well566

as nonlinear transformations. It has also been use to represent linear time-independent systems with567

neuromorphic hardware [92].568

NEF, RC, and ELM use the same form of decoding: the output is the scalar product of a569

input-independent vector with a input-dependent one. The input-dependent vector is given by intrinsic570

properties of the computing device, it is the results of internal mechanisms. The decoders are learned571

from data, and different decoders implement different computations (on the same input-dependent572

vectors). However, RC and ELM learn a finite dimensional vector γ ∈ RNg while NEF, in the functional573

form shown here, needs to learn N infinite dimensional decoders. The latter is mildly relaxed if the574

input domain is discretized with Nx points, rendering the functional decoders Nx-dimensional vectors.575

In General it is expected that Ng � Nx N, that is the degrees of freedom of NEF, is higher that the one576

of RC and ELM. Hence NEF has the risk to transfer all the computation to the decoders making the577

contribution of the neural population marginal (or even an obstacle). Extra regularity assumption on578

the decoders
{

φi(x)
}

(eq. (29)) are needed to match decoders effective capacity to the capacity of the579

dynamic responses
{

gi(x)
}

(eq. (26)).580

Memristor networks can be used to implement NEF, by implementing the response functions Gi581

of neural models. The Gi functions corresponding to LIF neuron model is582

G[I(z)] =


1

τ0−τRC log
(

1− IF
I(z)

) I(z) > IF,

0 otherwise
(30)

where I(z) is given by eqn. (28). And a similar functional form can be achieved by a non-volatile583

memritor with parasitic capacitance, as shown in eq. (33) (see next section). However other response584

functions, which might be easier to implement with memristors, can be used with NEF. Other aspects585

of neural networks, such as critical behavior [93–95] can be observed in networks of memristors [96],586

although a theoretical understanding of their collective behavior is still poor for both systems [97–99].587
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5.4. Volatility: autonomous plasticity588

Volatility is a key feature when processing information with memristors (in contrast to memory589

applications). RC needs volatility to avoid trivial linear input-output mappings and NEF requires590

it to model the forgetting behavior of neurons. There are many physical processes that can lead to591

a memristive volatile device, hence the source of volatility should be discussed in the context of a592

given technology. In what follows we show how volatility, can be linked with a capacitance in parallel593

(parasitic) to a non-volatile device. Consider an ideal series memristor-capacitor circuit [43] feed with594

a controlled current. The memristor is modelled with eqns. (4), with α = 0, Kirchhoff’s voltage law for595

this circuit gives:596

R(w)

I(t)︷︸︸︷
dq
dt

= − 1
C

∫
I(t)dt︷︸︸︷
q(t) → dq

dt
(t) = − q(t)

R(q(t))C
, (31)

R(q(t)) = Ron

(
1 +

q(t)
β

)
+ Roff, (32)

from which we obtain a limiting solution for t� 1597

q(t) =
β

ξ
W
(

ξ

β
e−

t
RonC e−

c1
βRon

)
, (33)

where W is the product-log (Lambert) function [100], c1 is an integration constant, and as before598

ξ = Roff−Ron
Ron

. Eqn. (33) shows that for large times the system has a typical exponential RC decay, which599

is shown in Fig. 8 (left). This behavior is observed in experiments [101] where after an external stimuli600

an exponential-like decay is observed (see Fig. 8 (right)).601

Figure 8. Left: theoretical profile of eqn. (33), taken from [43]. Right: Experimental profile of short
term plasticity with TiO2, taken from [101].

The limit of a normal RC circuit can be obtained from the above in the limit β → ∞, in which602

limβ→∞ βW(β−1G(t)) = G(t). We thus see that the response of a memristor-capacitor and a RC circuit603

differs, with the first obtaining a longer retention than the first. Also, the Lambert W has several604

properties of the logarithm function, and thus the response is similar to the one suggested in eqn.605

(33). In the case α 6= 0 for the model we described here, one has that w(t) = etα
(

c0 +
1
β

∫ t
0 dτe−tτ I(t)

)
.606

Thus, the correspondence between the parameter w and the charge is not exact. In addition, the607

parameter α constant is only an approximation. The conductance of memristive devices decays when608

there is no input, and the rate of decay depends on the state of the memristor. This is compatible with609

a state-dependent parameter α, rather than a constant [see Fig. 1 of 37]. A survey of recent hardware610

designs for temporal memory is provided in [102].611
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5.5. Basis of computation612

As mentioned before, to design computers with memristors we need to understand and harness613

their natural computational power. This is no simple task in general, but for a networks of memristors614

linear in an internal parameter and current controlled, we can write down the differential equation615

describing the evolution of the memory states and obeying Kirchhoff voltage and current laws [90]:616

d~w
dt

(t) = α~w(t)− 1
β
(I +

Roff − Ron

Ron
ΩW)−1Ω~S(t), (34)

where α and β are the parameters in eqns. (4)-(5), Ω is a projector operator which depends on the circuit617

topology, Wij(t) = δijwi(t) and ~S(t) is vector of applied voltages. For arbitrary memristor components618

the generalization of eqn. (34) is not known. In the approximation Roff = pRon, with p of order619

one, the equation above can be recast in the form of a (constrained) gradient descent [103], which is620

reminiscent of the fact that the dynamics of a purely memristive circuit has an approximate Lyapunov621

function [104,105]. In the simplified setting of purely memristive circuit without any other components622

it can be shown that these circuits execute Quadratically Unconstrained Binary Optimization [106].623

This idea is in general not recent, and it can be traced back to Hopfield [107–109] for continuous624

neurons.625

6. Memristive galore!626

6.1. Memristive computing627

In this section we review some works developing computation algorithms networks of memristors628

and external contorl hardware based in crossbar arrays and FPGA.629

In [110,111] it has been shown that memristive circuits can be used to solve mazes: connecting630

the entrance and exit of a maze, the memristive circuit as in Fig. 9 will re-organize (when controlled in631

DC) to allow the majority of the current to flow along the shortest path. Although this phenomenon632

already occurs with regular resistances, it is enhanced with memristors. Memristors outside the633

shortest path go to their OFF state (high resistance) and the current difference (the contrast) to the634

active shortest path is augmented. This example shows that the wiring between memristors and the635

asymptotic resistance value are deeply connected, and is reminiscent of the ant-colony optimization636

algorithms [77], molecular computation [112], and other cellular automata models [113].637

Figure 9. The maze-memristor mapping suggested in [110].

Ideas along these lines can be pushed further in order to explore memristors as complex adaptive638

systems [114] able to self-organize with the guidance of the circuit topology and the control of external639

voltages. Using eqn. (34) it is possible to obtain approximate solutions, for instance, of the combinatorial640

Markowitz problem [105]. Hybrid CMOS/Memristive circuits can, in principle, tackle harder problems641

via a combination of external control and self-organization [115].642

In the literature several models of memristor-based architectures have been proposed. Several of643

these proposals are based on the attractor dynamics of volatile dissipative electronics and inspired644

by biological systems. For instance, a general theory of computing architecture based on memory645

components (memcapacitors, meminductors and memristors [116]) has been introduced recently646
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in [117], called Universal Memory Machines (UMM), and shown to be Turing complete. Similarly, an647

architecture based on memristors which includes Anti-Hebbian and Hebbian learning (AHaH) has648

been proposed in [56,118] for the purpose of building logic gates and for machine learning. In both649

cases of UMM and AHaH the solutions of the problems under scrutiny are theoretically embedded in650

the attractors structure of the proposed dynamical systems, and have not been tested experimentally.651

One way to show that a memristive system composed of memristors is a universal computing652

architecture is to break the system modularly into logic gates based on memristor, and show that the653

set of obtained gates is universal (which includes NOT and at least one of an AND or OR gates, as654

in DeMorgan’s law [119]). Turing completeness follows from an infinite random access memory (the655

infinite tape). Experimentally, it has been shown that it is possible to build logic gates with memristors656

(we mention for instance [120]). An improvement upon this basic idea is to build input-output agnostic657

logic gates using memristors. Any port of an agnositc gate can be used as input or output, and the658

remaining states of the gate will converge to the states of a logic gate, regardless of whether the binary659

variable is at the output or at the input of the gate. For example, if the output of an agnostic AND gate660

is set to TRUE, the input variables will rearrange to be both TRUE; but if the output is FALSE, the661

inputs will re-arrange such as to contain at least one FALSE. These are called Self-Organizing Logic662

Gates (SOLG) and it is suggested to use these to solve the max-SAT problem [121,122] [see also 123,663

and references therein].664

The two example above show that memristors can be used both for analog computation, as in the665

case of shortest path problems, or to reproduce and extend the properties of digital logic gates.666

6.2. Natural memristive information processing systems: Squids, Plants, and Amoebae667

In recent years, and with the participation of L. Chua, there have been several reports668

re-interpreting models of natural information processing systems (neural networks, chemical signaling,669

etc.) in terms of memristors units. Herein in we mention three examples: giant axon of squids [124],670

electrical networks of some plants [125], and Amoeba adaptation.671

Giant squids are model organisms big enough that they can be analyzed in detail at the singular672

cell level, and for which we posses a mechanistic model of the dynamics of their axons: the673

Hudgkin-Huxley model. The model describes the voltage at the interface between synapses and674

dendrites, which is regulated by the flow of calcium and potassium. The electrical circuit associated675

with this model is shown in Fig. 10. It entails the introduction of a nonlinear variable resistor for the676

calcium channel, and a linear variable resistance for the potassium channel and a capacitance [126].677

The equations of this model, when put in memristive form, are given by:678

iK =

R−1
K︷ ︸︸ ︷

gKw4
1 VK, (35)

iNa =

R−1
Na︷ ︸︸ ︷

gNaw3
2w3 VNa, (36)

dw1

dt
= (K1 VK + K2)

[
e K1 VK+K2 − 1

]−1
(1− w1) , (37)

dw2

dt
= (Na1 VNa + Na2)

(
e Na1 VNa+Na2 − 1

)−1
(1− w2) + Na3 e Na4 VNa+Na5 w2, (38)

dw3

dt
= Na6 e Na7 VNa+Na8 (1− w3)−

(
e Na1 VNa+Na9 + 1

)−1
w3, (39)

where we see that a first order (RK) and second order (RNa) memristors are involved. The parameters679 {
Ki
}

and
{

Nai
}

characterize the dynamics of the channels [see 124, for details].680

The model above is a fit of the observed voltage data for the giant axon, and is useful in the681

analytical study of brain cell dynamics. The proposed model allows the interpretation of synapses682
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as circuits composed of rather nonlinear and non-ideal memristors. That is, that memristors can be683

central in providing an alternative interpretation of a established model and further the understanding684

of biological neural information processing.685

Figure 10. The Hodgkin-Huxley model, with the variable resistances of the Sodium and Potassium
channels interpreted as memristors.

In [125] three types of memristors models are developed and compared with the responses of686

some plants to periodic electrical stimulation. The authors observed that in the studied plants the687

pinched hysteresis loop did not collapsed into a line for very high frequencies, as required for ideal688

memristors. To recover this non-ideal behavior a parasitic resistor-capacitor pair was added in parallel689

to the ideal memristor model. The general solution for their models is:690

im(t) =
eβtV(t)

βRo
∫ t

0 h(V(x))eβxdx + A
, (40)

I = im + iRC, (41)

where β is a parameter related to the time constant of the memristor, V(t) is the driving periodic691

voltage, and Roh(V) is the memristance of a voltage controlled memristor. Depending on the model692

of the memristor considered h and the constant A take different forms. The total current I is the693

observed magnitude, and iRC is the current through a series resistor-capacitor circuit in parallel with694

the memristor. The study hints that memristive behavior is intrinsic to plants electrical signaling and695

that plant physiology could be better understood if memristors are considered as "essential model696

building blocks".697

A memristive model of amoeba adaptation was introduced in the form of the simple circuit shown698

in Fig. 11 [127,128], and the model is simple enough that we can report it here. Albeit the original699

article points to the concept of amoeba learning, we believe it is more appropriate to be addressed as a700

model of amoeba adaptation. The memristor considered is a voltage controlled memristor introduced701

in [129]:702

dM
dt

= f (VM) (θ(VM)θ(M− R1) + θ(−VM)θ(R2 −M)) , (42)

f (V) =
β− α

2
(|V + VT | − |V −VT |)− βV, (43)

where θ(·) is the Heaviside step function.703

Because the inductance and the resistor in the circuit are in series, the same current I flows through704

them. The capacitor and the memristor are in parallel, hance their voltage drop are equal: VC = VM.705

The conservation of voltage on the mesh implies VC +VL +VR = V(t). We have VR = RI and VL = LI.706

The memristance M(t) affects the voltage drop on the capacitor,707
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Figure 11. The amoeba memristive learning model of [127]. (a) The circuit with capacitance C and
memristor M in parallel (with resistance R(t)), and in series to a resistance R and an inductance L. (b)
The function f (V) for the memristor response in voltage.

CVC +
VC

M(t)
= I. (44)

We thus obtain the three coupled differential equations:708

dI
dt

= −R
L

I +
V −VC

L
, (45)

dVC
dt

= − 1
MC

VC +
I
C

, (46)

dM
dt

= f (VM) (θ(VM)θ(M− R1) + θ(−VM)θ(R2 − R)) . (47)

The stationary state requires that all time derivatives are zero. The circuit is adaptive to new stimuli.709

For instance, in Fig. 12 we see the response of the system to new inputs, and new stationary states are710

obtained. Albeit amoeba’s adaptation is not as developed as in higher mammals, more general models711

entailing Pavloviav “conditioning" have also been proposed in the literature using memristors [130,712

131].713

6.3. Self-organized critically in networks of memristors714

We now consider the interaction between a high number of components with memory. A715

common feature of large systems of interacting units with thresholds or discontinuous dynamics716

is critical behavior. For example, self-organized criticality (SOC) is evinced when a dynamical system717

self-tunes into a state for which a qualitative change in the systems’ behavior is imminent (e.g. a718

bifurcation). These critical states are characterized by power law cross-correlation functions. The719

current characterization of the sufficient ingredients for SOC, however, is phenomenological: a system720

of interacting particles or agents in which thresholds are present and whose dynamics is dominated by721

their mutual interaction. One of the main motivations of SOC is the explanation of power spectra of722

the functional form P ∼ ωα, with −1 < α < −3, in physical systems and in nature [132]. The typical723

example is for instance the Gutenberg-Richter law of earthquakes, whose distribution of magnitude724

is Richter’s law [133,134]. SOC has been suggested to be the underlying mechanism in the observed725

critical behavior of the brain [94]. In this case, neurons can be interpreted as thresholding functions726

(logical gates) and it is thus tempting to interpret the criticality of the brain as a SOC phenomenon.727
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Figure 12. Simulation of eqn. (47) and adaptation of the circuit to different stimuli. We consider the
parameters β = 100, α = 0.1, R1 = 3, R2 = 20, C = 1, R = 1, L = 2, Vt = 2.5 as in [127]. We stimulate
the circuit with a square input V(t) = 0.5 and frequency ω = 10 and then with reduce by a half the
frequency, with V(t) = −2. We see that the circuits “adapts" to the new stimulus after a transient.
Initial conditions were I0 = 1, V0

c = 1, R(0) = 7 and used an Euler integration scheme with step
dt = 0.1.

SOC can be produced using large networks of memristors: atomic switch networks are dominated728

by the interaction due to Kirchhoff laws [96], and thus the observed criticality seems intuitively (power729

law distribution of the power spectra, for instance) to be connected to a SOC-type [99] phenomenon730

because of the rather nonlinear and threshold-like behavior of memristors. It is however easy to731

observe that power law distributions in power spectra can be obtained in a rather simple way as732

follows [90]. Consider a system of linearly interacting memristors, whose linearized dynamics close to733

a fixed point obtained with DC voltage stimulation (i.e. saturated memristors: resistors) is written as:734

d
dt
~w(t) = A~w(t). (48)

The matrix A is a non-trivial combination of voltage sources and projectors on the subspace of735

the circuit’s graph [103]. We divide the spectrum of A in positive and negative eigenvalues, and the736

distribution ρ+(A) and ρ−(A). Since 0 ≤ wi(t) ≤ 1, we look at the average relaxation 〈w(t)〉 = ∑i
wi(t)

N ,737

which can be written as738

〈w(t)〉 = 1
N ∑

i

(
∑

j
(eAt)ijw0

j

)
=

1
N

trace
(

eAtW0

)
=

1
N

trace
(

eλ+tW̃0 + eλ−tW̃0
)

, (49)

The positive part of the spectrum will push memristors to the w = 1 state, while the negative part to739

the w = 0 state. We can write the trace on each positive and negative state as:740

1
N

trace(e−λ−i tw̃i) =
∫

dλρ−(λ)e−λt〈w0
i 〉 =

1
2

∫
dλρ−(λ)e−λt, (50)

if the memristors are randomly initialized. As it turns out, if ρ−(λ) is power law distributed, then741

〈w(t)〉 ≈ tγ. From this, we observe that the power spectrum distribution is of the form P(ω) ≈742

ω−(1−γ), from which a “critical state" is obtained. It was shown in [90] that if the circuit is random743
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enough, numerical simulations produce γ ≈ −1. A similar argument can be obtained for ρ+(γ) with744

the transformation w → 1− w. This result, when using netowkrs of HP-memristors, is in line with745

what is experimentally observed in [96].746

The mechanism above is not classified as SOC, and it is only required a certain matrix A to obtain747

it. This implies that unless thresholding is present, the criticality observed is not self-tuned, but it might748

be due to the complex interconnections. This is not the case if, however, the memristors themselves749

have voltage induced switching [99]. In this case, the criticality is due to the a SOC-like phenomenon750

which had been already observed in random fuse networks [135], which is described by a percolation751

transition.752

6.4. Memristors and CMOS753

The idea of using variable resistances in order to implement learning algorithms is not new.
As we have seen, crossbar arrays were introduced already as early as 1961 [48]. The idea of using
instead variables resistances precedes the paper of Steinbuch by one year, and was introduced by
Widrow [136] in order to implement the Adaline algorithm explained below. The “memistor", a name
extremely similar to the one of “memristor" introduced ten years later, was a variable resistance
controlled in current. This implies that, differently from a memristor, a memistor is a 3-port device
that is current-controlled externally [137]. This factor limits the ability to package a huge number of
synapses. For (modern) machine learning applications, however, it is necessary to implement learning
rules with a large number of neurons and synapses. As we have seen, memristors are the equivalent
component for a synapse [138]. The neuron is instead the biological equivalent of a N-port logic gate
(threshold function). For more general applications a crossbar-array like packing is desirable. There
are many ways of using memristors for applications in neural networks. To get a sense of the type
of circuits involved. For instance, the circuit proposed in Fig. 13 provides a simple circuit which
has a linear output neuron controlled by a resistance R, without threshold. The threshold can be
however easily introduce via a Zener diode. In order to understand why memristors do not have
necessarily an advantage over digital implementations of neural networks, we follow the argument
of [139] to understand the energy efficiency. Using Landauer theory, the energy of a digital gate is
Egate ≈ −2 log(perr)kT, where perr is the probability of an error. For the analog implementation above,
the only dissipation is due to Johnson-Nyquist noise in the amplifier, which is of the order 4kT f , with
f the amplifier’s bandwidth and N the number of synapses. Keeping track of error and number of bit
precision L, one reaches the conclusion that

Edig ≈ 24 log(
1

perr
) log2

2(L)NkT, (51)

Ememr ≈
1
24

log(
1

perr
)L2N2kT, (52)

which scales in the number of artificial neurons in favor of digital implementations. This surprising754

result thus confirms that the devil is in the detail, and that not necessarily analog implementations of755

analog systems are better.756

The architecture of Fig. 13 however does not take advantage of the scalability of crossbar arrays757

which we have mentioned earlier, in terms of number of neurons, and other implementations might758

be more energy efficient. For instance, in [140] first experimental results of memristive technology759

for pattern classification on a 3x3 image matrix was studied using crossbars and TiO2 memristors. In760

general, learning using crossbars follows a general weight update strategy. For regressions, current761

controlled memristors can be used with a simple serial architecture [63] while unsupervised learning762

can be performed by implementing the K-means algorithm [141–143].763

Next, we focus on applications of memristor technology for Machine Learning (ML). Algorithms764

like backpropagation on conventional general-purpose digital hardware (i.e., von Neumann765

architecture) is highly inefficient: one reason for this is the physical separation between the memory766
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Figure 13. Memristor equivalent of a neural network with three neurons and two synapses, with an
output amplifier.

Figure 14. Feedback loop and learning in crossbar arrays.
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storage (RAM) of synaptic weights and the arithmetic module (CPU), which is used to compute the767

update rules. The bus between CPU and RAM acts as a bottleneck, commonly called von Neumann768

bottleneck. The idea is thus to use memristive based technology to introduce computation and storage769

on the same platform. One way to introduce learning into crossbars is by introducing feedback into770

the system, as in Fig. 14.771

Let us consider a discretized dynamics, and call Wk the weight matrix in the crossbar array at772

time step k. A general update is of the form773

Wk+1 = Wk + f (Wk, Q), (53)

where f (Wk) is a certain function of the weights and some ancillary variables Q (which could be774

training data, inputs, outputs, etc). For instance, in the case of neural networks training (gradient775

descent type), f (Wk) = −η∇Wk‖~t−~o‖2 where~t is the output we aim to obtain (given the inputs),776

and ~o is the output. For resistive crossbars, we have seen that ~o = G(Wk)~v is linear in the inputs777

and G is the conductance, while η is a time scale parameter. If f (W)mn = ηxk
mxk

n, where xk
n is the778

teacher inputs (patterns) indexed by the index k = 1, · · · , K, then the Hebbian learning rule called779

adaline algorithm [57,144]. From the point of view of circuit theory, the feedback can be introduced780

via CMOS-Memristor integration. For instance, in [145] one way to perform online learning with an781

adaline algorithm using metal-oxide-semiconductor field-effect transistors (MOSFETs).782

Models like the one just described can, for instance, be used for sparse coding [146]. Sparse coding783

can be mathematically formulated as a problem in linear algebra. Let us consider a vector which784

describes a certain quantity of interest ~x (for instance, an image), and a dictionary which is available as785

~φi, i = 1, · · · , M. Let us assume that φi and ~x belong to RN . If M > N and the vectors are independent,786

we can always find the coefficients ai such that ∑i ai~φ
i = ~x, and there is an infinite number of ways to787

do this expansion. The goal of sparse coding is solving the following optimization problem:788

~x =
M

∑
i=1

ai~φ
i, (54)

min~a‖~a‖0, ‖ · ‖ 0-norm, (55)

and which is notoriously NP-hard. The problem above can be relaxed by replacing the 0-norm with the
1-norm, and a system of differential equations for continuous neurons can be implemented in crossbar
arrays. In general, equations of the type

d
dt
~u(t) = F(~u(t),~q(t)), (56)

where ui(t) and q(t) are some control functions and F(·) represents a generic continuous function.789

Some details are provided in the Appendix B. The variables ui(t) are intented as the memory elements790

in a memristor: in a crossbar array system, the equations above have been implemented by combining791

a field programmable gate array (FPGA) with a crossbar in [147], where using a threshold function792

Tλ(x) = x if x > λ and zero otherwise. Another update rule used in experiments is Sanger’s update793

rule [148], defined as794

Wk+1 = Wk + 2η~ot(~x− (2Wk − I)~o), (57)

where~o is the output of the crossbar array, and ~x the input, and used in [149] in order to perform PCA,795

again with the use of FPGA.796

We have already discussed reservoir computation [63,89] as another way of using memristors797

within the framework of machine learning whilst taking advantage of their temporal dynamics.798

Reservoir computation is usually divided into two main parts: a network (called reservoir) in which799
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the connectivity is fixed and connected to the input, and a second network (which is being trained)800

which is squeezed between the reservoir and the output. This framework was implemented with a801

trivial memristor reservoir and one layer output with 32x32 crossbar of memristors and trained using802

an external FPGA. The model was then used to classify the MNIST dataset (5x4 images) as a proof803

of principle application. The advantage of using reservoir computing is that it can be implemented804

both for online learning (for instance via logistic regressions) and for classification in a teacher-signal805

framework, and with relatively little computational effort.806

Concluding, CMOS provides an advantage for controlling memristive circuits, but it is possible to807

use just the inner dynamics of memristors to perform learning [103].808

The main question that remains unanswered is whether analog system have an advantage over809

digital ones at all. A strong argument is provided by Vergis et al., where it is shown that analog devices810

can be simulated with polynomial resources on a digital machine with enough resources. We pointed811

out the importance of the collective properties of memristive circuits. The dynamics of a collection812

of memristors interacting on a circuit can, in principle, derived from the implementation of circuit813

voltage and current constraints, and strongly depends on the dynamics of a single unit. Understanding814

the interaction of memristors via Kirchhoff laws can in principle enable the application of memristors815

to a variety of computational tasks. Below, we make this more precise using a general mapping from816

digital to analog computation. We consider a differential equation of the form:817

d~y
dt

(t) = f (~y(t), t), y(t0) = y0, (58)

which describes a physical system. In [150], a constructive proof based on Euler integration method818

is provided, and it is shown that the amount of resources needed to simulate the system above on a819

digital machine is polynomial in the quantities R and ε:820

R = max
t0≤t≤t f

||d
2~y

dt2 (t)||, ε = ||~y(t f )−~y∗||, (59)

where ~y∗ is the simulated system, and thus ε is our required precision. Since for quantum systems821

R ∝ 2Nr∗, and r∗ is a constant, classical computers require an exponential amount of resources to822

simulate a quantum physical systems. This does not mean that classical systems can always be823

simulated: if the second derivative is large, our system requires a lot of computational power to be824

simulated on a digital machine. A similar argument applies also to quantum computers, on which825

there has been a huge effort in the past decades. In the case of a quantum system with N qubits, the826

vector ~y(t) is 2N dimensional according to the Schrödinger equation. In a typical (analog) electronic827

computer, d2

dt~y is the derivative of the voltage. Thus, if our circuit presents instability, it is generically828

hard to simulate the system. This is specially striking in the case of chaotic behavior, which is known829

to emerges when a dynamical system is connected to a hard optimization problem [151]. These are830

also arguments against the simulation of memristive system on a digital computers, which do not831

apply to the actual physical system performing the analog computation.832

7. Closing remarks833

In the present paper we have provided an introduction and overview of both the applications as834

memory, and the appealing features of memristors beyond the purpose of memory storage. We have835

discussed the history of memristors, with the purpose of helping the reader understand their role in836

modern electronic circuitry and why memory is a normal feature at the nanoscale. The perspective837

which we have tried to provide is that despite current applications focus on the implementation of838

standard machine learning algorithms on chips, memristors can be used to perform analog computation839

which goes beyond the standard framework of crossbars.840

In magnetic materials which are commonly used for memory purposes, the interaction between841

the magnetic spins (which represent the bits) is purposely avoided in order to guarantees the spin842
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to flip, and memory be lost. Via the interaction between the spins however, logic gates can be843

constructed. Similarly, memristors can be used as memories trying to be avoid their interaction in844

the circuit via Kirchhoff laws, or one can try to harness this interaction to perform computation.845

At the most basic level, memristors can be interpreted as synapses, and the introduction of hybrid846

CMOS-memristor technology can allow the implementation of supervised and unsupervised machine847

learning algorithms that make use these features. This resonates with the fact that memristors have848

been proposed to play an important role in biology, as for instance in the case of the amoeba adaptation849

and the Hudkin-Huxley model. In electronics, there is an ongoing debate which focuses on the850

fundamental nature of the memristor [23,25]: shall the memristor be considered as a purely passive851

and fundamental device, along resistance, capacitance and inductance? Independently from the answer852

to this question or not, memristive type switching is a realistic phenomenon observed experimentally853

and fully deserves the attention of scientists and technologists.854

Building on these ideas, it make sense to pursue the complex dynamical features of memristors,855

interacting via Kirchhoff laws, for self-organizing computational devices. Before the dynamical features856

of memristors can be fully harnessed, it is imperative to be able to understand the single memristor857

physical principle in order to implement reliable memory units, in particular using the crossbar array858

framework we have described. This task requires a deep knowledge of the dynamics of a single859

memristor component, via models which accurately describes the relevant behavior of the device.860

We have also tried to emphasize that there are several mechanisms which enable resistive861

switching, and different components will follow different mechanisms to change state. Despite862

their difference, the dynamics of components share a common feature: the competition between863

two phenomena. These phenomena can be cast as “forgetting" (decay to an off state when voltage864

is not applied) and “reinforcement" (tendency to state change which depends on the current). As865

discussed by Kohonen, this competition is an important feature among several analog computing866

paradigms. As examples we take ant-colony optimization [77] and experimental results with867

memristive devices [37,152].868

We also pointed out the importance of the collective properties of memristive circuits for869

computation. In particular how we can harness the intrinsic variability of memristors to different870

computational problems. However, analog machines are good at specific computational tasks, while871

digital ones excel in their generality. Thus the integration of CMOS and analog systems in future872

computers is favorable in the long term. Memristors are one of many technologies which are able to873

encode computational tasks and simultaneously be used as memory; which can be easily integrated874

in modern computers. However, in certain instances the von Neumann architecture is not the best875

architecture for performing calculations, and we mentioned the case of quadratic optimization and876

generic combinatorial problems.877

Due to our focus in memristives devices for computation, and the models of computation that are878

compatible with their properties, we have omitted reviewing the role that memristive system can have879

in biological cognitive systems, and their relation to stochastic resonance [153–160]. This decision was880

taken to keep the presentation focused and consistent.881

In conclusion, we have provided an overview of the current research questions and applications882

of memristive technology. We have provided also a rather long, but far from exhaustive bibliography883

on the subject which might help the interested reader in learning the subject.884
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Appendix A Physical mechanisms for resistive change materials892

In the main text we have mentioned that Branly’s coherer can be interpreted as a granular material893

induced memristor. Before we discuss some more modern memristors, we believe it makes sense to894

give a sense why granularity is important for nonlinear resistive behavior. Branly’s coherer serves as895

perfect homemade memristor, as it simply requires either a (fine) metallic filling or some metallic beads,896

and it falls within the Physics discipline of electrical properties of granular media. The qualitative and897

qualitative behavior of the case of the metallic beads contained in (and constrained to) an insulating898

medium of PVC is presented below [7,20]. The metallic beads are assumed to be in mutual contact,899

and a force F applied at the two extremities enforces it. We assume that there are two temperatures900

in the system one at the microcontact between the beads at an equilibrium temperature T [20] and a901

room temperature T0 which is the one of the beads. Without going into the details, it is possible to902

show a non-linear behavior in the resistivity of N beads via the study of the contact between the beads.903

The metallic beads contacts can be though of as Metal-Oxide-Oxide-Metal contact, reminishent of the904

memristor we will discuss below. Kohlrausch’s equation establishes the voltage drop at the contact.905

Given the current I flowing in the beads, one has that906

V = NL
∫ Tc

T0

λ(T)ρel(T)dT, (A1)

where λ(T) is the thermal conductivity of the material and ρel(T) the density of electrons, while T0907

is the beads room temperature and Tc the maximum temperature at the contact when the current is908

flowing. If R0 is the resistance when the contact is cold, clearly we can rewrite (using Ohm’s law) the909

equation above as the following effective equation:910

IR0 = V(T). (A2)

where R0 depends on the geometry of the contact. It can be shown however that the maximum911

temperature Tc depends on the voltage as T2
m = T2

0 + U2

4L where L is the Lorentz constant, by noticing912

that via the Wiedemann-Franz that ρelλ = LT. Also Mathiesen’s rule for the electron mobility shows913

that the electron mobility is linear in T, with a proportionality constant that is material dependent.914

Putting all these facts together, it is not hard to see the hysteretic behavior of the system. This effective915

model reproduces well the controlled experiments. Since the voltage drop is zero when the current916

is zero, this also implies a pinched hysteresis, or resistive behavior. These “mechanical" nonlinear917

resistors are prototypes for the more complicated case shown below [see 20, for more details].918

Appendix A.1 Phase change materials919

Phase change materials (PCM) are glassy materials: this implies that usually these materials920

can have different phases in which the material can be either ordered (crystalline-like) or disordered921

(amorphous, as in a liquid). In these two phases we associate two different resistances. If the structural922

change can be associated to the values of an applied voltage, then when the transition occurs one has a923

rather quick transition from one resistive state to another [161–163] due to an electrical instability. These924

materials are considered memristors by some, but not by all researchers, and were discovered as early925

as the late ’60s [164] in amorphous chalcogenides. This is the most mature of the emerging memory926

technologies. Since we have used various analogies befores, the reader in need of a visual way to927

understand these type of materials might find some ideas on the shelves of a pharmacy. Phase-change928

materials are being used for instant freeze packages normally used in case of injuries, and are also929

called “gel packs". In order to initiate the cooling, users typically need either to mix two materials, or930

the quickly apply a certain force on the package. The material will use the “kick" to initiate a phase931

transition, absorb the heat and thus lower the temperature of the package. PCM memory devices work932

in a similar manner, but on a much lower scale (∼ 20 nm), and the “kick" is provided by the electric933

field. These materials were not commercial for years due to the rapid advancement of silicon-based934



Version September 28, 2018 submitted to Technologies 31 of 42

Figure A1. Current-Voltage diagram typical of a PCM memory storage. The sharp transition at low
currents and at a typical “Critical voltage" is clearly visible.

technology. The typical I-V diagram is shown in Fig. A1. One generically has two type of materials935

squeezed between two electrodes: on one side one has an insulating material with a small conducting936

channel, directly connected to the phase change material. As the channel heats up, the phase change937

material locally changes phase starting from point of contact at the conduction channel, until it reaches938

the other electrode.939

In some chalcogenides-based memristors (called Self-Directed channel memristors, or SDC),940

ions are constrained to follow certain channels, and their operation is similar in many ways to both941

PCM-components and atomic switches [165].942

Appendix A.2 Oxide based materials943

The oxide and anionic materials based on transition metal work instead differently. In order to944

understand why a memristor might be different from a normal conductor it is useful to understand945

what happens when two materials with different properties are “merged" together: those of charge946

donor (excess of electrons) and charge receiver (excess of electron “holes"), which are also called doped947

and undoped materials. In oxide materials the carrier of the charge is typically the oxygen. It should948

be mentioned that whilst various mechanisms have been suggested, very likely all of these coexist in a949

typical oxide material, including filament formation [166]. In general, whether the resistive switching950

is thermally or electrically driven, the typical understanding is that a chemical transition occurs in951

the material, and that the hysteresis is due to vacancy movements in the materials. The transition is952

either directly driven by the direct application of the electric field, or as a byproduct of the heating of953

the material due to the current. In semiconductors, the key quantity of interest is the energy gap Eg954

between the valence and the conduction channels. If the gap is of the order of Ep ≈ kT, then thermal955

effects which might let a charge carrier jump into the conduction channel become important. If the956

gap is too large, electric effects are the dominant ones. One example is provided by the bipolar and957

non-volatile switching, described by Fig. A2.958

The shape of I-V curve generically shows what type of mechanism is underlying the switching. As959

the field effects become more prominent (for instance, the effect of Schottky barriers at the junctions),960

the I-V diagram becomes non-linear. There can be other non-volatile and non-volatile switching961

in which we are not discussing here, and due to thermal excitations only. A simplified model of962

vacancy-charge movement in the dielectric has been proposed in [167]. When non-linearities are963

present in non-volatile materials, it means that the switching is dominated by the electrical switching.964

In many ways, some of the physical phenomena happening in memristors can be intuitively understood965

in terms of the simplest semiconductor: the diode, represented in Fig. A3 (a).966

The diode can be thought of as a dramatically nonlinear resistance, made by merging two material,967

a doped (filled with defects) and undoped one, with a thin interstitial when charges exchange. We968

can characterize the diode by the two voltages Vbreak < 0 < Vcrit. For voltages above Vcrit, the diode969
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Figure A2. Bipolar and non-volatile switching pinched hysteresis.

Figure A3. The pn-junction. (a) The pink region is the charge exchange region for the doped and
undoped region. (b) A stylized response in voltage of a diode. In many ways, the shape resembles the
nonlinearity which occur in nonlinear memristors in which field effects become dominant.
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will have a very low resistance, and for voltages lower than Vbreak, the diode will breakdown. In970

many ways, the shape of Fig. A3 (b) is what is usually seen in memristive oxide components, with the971

difference that the memristor will exhibit a hysteresis. At the interfaces (pink zone in Fig. A3 (a)), the972

charge carriers will have to overcome a barrier (Schottky barrier) (characterized by Vcrit) to continue973

their flow into the material. When this barrier is overcome, the flow is almost free. On the other hand,974

when the flow is inverted, the undoped material will act as a very high barrier to the flow into the975

dielectric region. However, the charge carriers can still penetrate the material and damage it in an976

irreversible manner. These are usually called Zener cascades, and are often observed in memristors.977

Albeit cartoonish, this picture can help understand some of the nonlinear phenomena happening in978

memristors, and not captured by the linear resistance model we discussed above. As a final comment,979

endurance in oxide materials is one of the key problems in the technological competitiveness of980

memristors [168]. When the number of cycles becomes comparable with the lifetime of the component,981

also some exotic phenomena as multiple pinchpoints (tri- or four-lobes hysteresis loops) in the V-I982

diagram can occur. These can be modelled via the introduction of fractal derivatives [169].983

Appendix A.3 Atomic switches984

The third mechanism described in this paper (albeit not the last!), and maybe the most visually985

appealing, is the filament growth memristor. The materials, often called atomic switch networks in the986

literature, work in a slightly different manner than the previously described memristors [96,170–173].987

The idea behind these components is that the two electrodes work, when the electrical field is applied,988

as an electrode and a catod. The applied electric field induces an electrochemical reaction which989

triggers the growth of filaments. From a highly resistive state, these filaments reduce the resistivity by990

introducing new channels for the charge carriers to flow. The closest physical growth model which can991

describe the growth of the filaments is provided by Diffusion-Limited-Aggregation (as in Fig. A4b).992

Each colored filament represents one possible channel. The typical charge carriers are either silver ions993

or some silver compounds. There are not many experiments focused instead on the collective behavior994

of memristive networks. It is worth mentioning however what are the observed features for Ag+, or995

Atomic Switch Networks, whose collective dynamics is interesting for the emergence of seemingly996

critical states [174]. In fact, whilst the dynamic of a single filament is simpler to describe, the system997

exhibits collective power law power spectrum with an exponent close to 2. Albeit this exponent can be998

explained via the superposition of wide range of relaxation timescales for each memristor [90], the999

critical behavior is the accepted one because of their intrinsic nonlinearity [96].1000

(a) Dendritic growth in silver ion at the micro meter scale,
from [175]. (b) Diffusion-Limited-Aggregation simulated using

NetLogo.

Figure A4. Comparison between dendritic growth in silver ion materials and
Diffusion-Limited-Aggregation simulated using NetLogo.

In order to see the variety of memristive behavior, ere we consider two models suggested in the1001

literature which are different than the simple TiO2 linear model memristor.1002
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The first, suggested in [176] as a phenomenological switching model between two off and on
states in TiO2, is of the form:

R(w) = Roff(1− w) + Ronw, (A3)

dw
dt

=

 foff sinh( i
ioff

)e−e
w−aoff

wc − |i|b − w
wc i > 0,

fon sinh( i
ion

)e−e−
w−aon

wc − |i|b − w
wc i < 0,

(A4)

where the parameters fon/off, ion/off and aon/off are state dependent, while wc and b are not. Also, the1003

model above shows that the energy depends exponentially on the current.1004

Another metal oxide of interest is WOx, studied in [177]. The model equations for a single1005

component are given by:1006

I = α(1− w)
(

1− eβV
)
+ wγ sinh(δV), (A5)

dw
dt

= λ
(

eη1V − e−η2V
)

. (A6)

The model above, it is interesting to note, is controlled in voltage rather than current, and the1007

parameters α, β, γ, δ and η1 and η2 are positive. For V = 0, I = 0, which implies a pinched hysteresis1008

(however, the hysteresis is different from TiO2 devices). The parameter w is physically interpreted1009

as the portion of the device in which oxygen charges tunnel through the device. For w = 1 one has1010

tunneling dominated device, while at w = 0 one has a Schottky-dominated conduction.1011

One question which might be relevant to mention at this point is: what is the advantage of using1012

memristors rather than other memory devices? The perpective of the present paper is that there are1013

two different reasons why these devices can turn useful [178]. The first advantages is the density1014

compared to standard memory. For instance, compared to DRAM and SRAM, memristors (or PCM)1015

retain memory for years rather than less than seconds. Compared to SRAM however, whose read-write1016

time is less than a nanosecond, memristors with current technology are one order of magnite slower.1017

Also, in terms of read-write cycles, the technology of memristors and PCM is between 3− 5 order of1018

magnitude less, but still much more durable than HDD. The picture is that memristors and PCM are1019

not uniquely better than the current standard in computing.1020

Appendix A.4 Spin torque1021

Spin-torque memory materials have an advantage in terms of durability Grollier et al. over other
materials such as transition metal oxides. These are often considered as second-order memristive
devices but a simplified model of spin-torque induced resistance is provided in [180]. The starting
point is the Landau-Ginzburg-Gilbert (LGG) equation with a spin-torque interaction [181]. We consider
two magnetic layers perpendicular to the flow of the current, and in which one is fully polarized: its
magnetic orientation is fixed in a direction perpendicular to the current, while the second layer is free.
Via the LGG equation with rotational symmetry, the dynamics of the angle between the pinned and
free layer is given by

d
dt

θ(t) = αγHk sin (θ(t)) (p− cos (θ(t))) , (A7)

where γ is called gyromagnetic ratio, α is the damping parameter, Hk is the perpendicular anysotropy in1022

th free layer and p = f h̄I is a current dependent which represents the effect of the current-polarization1023

interaction. We have emphasized the presence of h̄ to imply that this is a purely quantum correction.1024
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In order to see how this device is a memristor, we see that in the simpler case with full rotational
symmetry one has an induced magneto-resistance R(θ), which depends on the angle θ in the case of
full rotational symmetry as:

R (θ(t)) =
1

a + b cos (θ(t))
, (A8)

where a and b are constants which depend on the resistance in the free layer and on the ration between1025

the highest and lowest achievable resistances. We thus see that in the case with full rotational symmetry,1026

spin-torque materials are first order memristors.1027

Appendix B Sparse coding example1028

Sparse coding is the solution of the following optimization problem:

~x =
M

∑
i=1

ai~φ
i, (A9)

min~a‖~a‖0, ‖ · ‖ 0-norm, (A10)

and which is notoriously NP-hard. Given some technical conditions which we do not discuss, the1029

problem above can be approximated in certain situations by replacing the 0-norm with the 1-norm,1030

and the minimization replaced with1031

min~a‖~x−
M

∑
i=1

ai~φ
i‖2

2 + λ‖~a‖1, (A11)

where ‖ · ‖2 is the two norm and λ a Lagrange multiplier. The problem above can be encoded in a1032

neural system via a locally competitive algorithm (LCA), which is formulated as follows. Given the1033

coefficients ai(t), consider a “neuron" variable ui(t) such that ai(t) = Tλ (ai(t)) and where Tλ(·) is a1034

threshold function. We consider an energy function of the form1035

E =
1
2
‖~x− x̂‖+ λ ∑

m
C(am), (A12)

with ~x defined as above and x̂ = ∑M
i=1 ai~φ

i, and C(·) a certain unspecified cost function. One then1036

looks at a dynamics for the neuron state ui(t) of the form1037

u̇i(t) =
1
τ

δ

δai
E, (A13)

for a certain relaxation constant τ, which it can be easily seen to be defined (given ~b(t) = Φ~x(t),1038

Φ = [~φ1, · · · ,~φM], as1039

u̇m(t) =
1
τ

(
bm(t)− um(t)− ∑

n 6=m
Gmnan(t)

)
, (A14)

with Gmn = ~φm ·~φn. The correspondence between the threshold function and the cost function is given1040

by the equation:1041

λ
d

dam
C(am) = um − am = (um − Tλ(um)) (A15)

The equations above are suitable to be implemented on a memristive circuit, as besides a forcing1042

term and a leaky integration term, there is a nonlinear integration term and are implentable via1043

Hopfield continuous networks [182,183]. The equations above would be linear if the thresholding1044

function Tλ were trivial.1045
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