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Abstract

Brain tumors are among the most fatal and devastating diseases, often resulting in significantly reduced life ex-

pectancy. An accurate diagnosis of brain tumors is crucial to devise treatment plans that can extend the lives of

affected individuals. Manually identifying and analyzing large volumes of MRI data is both challenging and time-

consuming. Consequently, there is a pressing need for a reliable deep learning (DL) model to accurately diagnose

brain tumors. In this study, we propose a novel DL approach based on transfer learning to effectively classify brain

tumors. Our novel method incorporates extensive pre-processing, transfer learning architecture reconstruction, and

fine-tuning. We employ several transfer learning algorithms, including Xception, ResNet50V2, InceptionResNetV2,

and DenseNet201. Our experiments used the Figshare MRI brain tumor dataset, comprising 3,064 images, and

achieved accuracy scores of 99.40%, 99.68%, 99.36%, and 98.72% for Xception, ResNet50V2, InceptionResNetV2,

and DenseNet201, respectively. Our findings reveal that ResNet50V2 achieves the highest accuracy rate of 99.68%

on the Figshare MRI brain tumor dataset, outperforming existing models. Therefore, our proposed model’s ability

to accurately classify brain tumors in a short timeframe can aid neurologists and clinicians in making prompt and

precise diagnostic decisions for brain tumor patients.
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1. Introduction

The brain is an essential and highly complex component of the human body, responsible for governing both

intentional and unintentional activities (Quader et al., 2022). As one of the most intricate and delicate organs, it

controls various critical functions, including cognition, emotion, vision, hearing, and response (Asif et al., 2022).

Brain tumors, which result from abnormal tissue growth within the skull, are among the most lethal brain disorders.
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These tumors can be categorized into primary and secondary types. Primary brain tumors, accounting for 70% of

cases, only spread within the brain, whereas secondary tumors originate in other organs like the breast, kidney, or

lung before metastasizing to the brain (Kibriya et al., 2022).

Common types of brain tumors include gliomas, meningiomas, and pituitary tumors. Gliomas result from

abnormal proliferation in glial cells, which constitute approximately 80% of the brain. Meningiomas develop in

the meninges spinal cord, the protective layer of the brain, while pituitary tumors arise within the pituitary gland,

responsible for producing essential hormones. Although pituitary tumors are typically benign, they can cause

hormonal imbalances and irreversible vision impairment (Komninos et al., 2004).

Numerous disorders can damage the brain, notably brain tumors, which are primarily accompanied by abnormal

proliferation within the nervous system (Naki and Aderibigbe, 2022). These abnormalities were extremely di�cult

to cure; therefore, prompt detection is critical to the human's wellbeing (Almadhoun and Abu-Naser, 2022). World

Health Organization (WHO) suggests that the brain tumors will expand by 5% each year globally (C� inar and

Yildirim, 2020). Brain tumors are more deadly and di�cult to diagnose than a tumor in any other section of

the body. Since the brain is surrounded by the blood-brain barrier, typical radioactivity detectors are unable to

detect tumor cell impulsivity (Graber et al., 2019; Naseer et al., 2021). As a result, magnetic resonance imaging

(MRI) as well as computed tomography (CT) images are considered the most e�ective clinical tracers for detecting

brain disturbance (Naseer et al., 2021). MRI is a widely used technology for diagnosing and prognosing brain

tumors in a variety of neurological disorders and situations (Gurbin�a et al., 2019). Many clinical disorders now

require MRI as the main diagnostic evaluation (Abd-Ellah et al., 2019). The premise underlying MRI is to achieve

higher cross-sectional images of organs using non-ionizing radio-frequency electromagnetic waves in the context of

regulated magnetic �elds (Katti et al., 2011). It is also thought to be superior to CT since it exposes patients to

less radiation, has less dimensional inaccuracy, and has no adverse e�ects (Niraj et al., 2016).

In neuroscience, brain tumors are a hot topic, as the detection of brain tumors in the early stages is very

important to protect against loss of human life (Islam et al., 2021). Although there are several approaches for

diagnosing abnormalities in brain magnetic resonance scans, there is still scope for enhancing performance and

making the classi�cation within a reasonable amount of time (Mandle et al., 2022). Due to the growing volume of

medical data, attempt in analyzing and extrapolating them using conventional techniques are becoming increasingly

di�cult (Abiwinanda et al., 2019; Bad�za and Barjaktarovi�c, 2020). Scientists now have a new incentive to optimize

present methodologies for more complete clinical research (Bruton et al., 2020). Deep learning is a popular technique

for evaluating biomedical data in the healthcare �eld (Naser and Deen, 2020; Talukder et al., 2022).

Deep learning (DL) is an advanced categorization and prediction innovation that has demonstrated outstanding

performance in domains that require multilevel data processing, such as classi�cation, detection, and voice recogni-

tion. (Pyrkov et al., 2018). It can obtain valuable underlying patterns from images that have been shown to achieve

provincial e�ciency (Ciregan et al., 2012). It is the most notable ML achievement, capable of managing complex

pattern recognition and object detection from image dataset (Avci et al., 2021). Traditional ML-based techniques

are not applicable for image classi�cation because they rely heavily on hand-made features (Le et al., 2019). The

essential factor to make them attractive to complex biomedical applications is their ability to extract optimized

features directly from raw data to the nature of the problem to enhance classi�cation performance (Kiranyaz et al.,
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2021).

Transfer learning (TL) refers to the process that uses the knowledge of previously trained models to discover a

new set of data to deal with a precise scenario (Tan et al., 2018). Moreover, we do not require a lot of processing

power. The model employs the convent weights of the pre-trained model and trains only the �nal dense layer (Talo

et al., 2019). There are three ways in which it can be utilized, namely as a baseline model for object classi�cation

that can be used to train TL models on imagenet data (Morid et al., 2021); as a feature extractor that extracts

features from image data and then uses deep learning or machine learning for labels. (Abbasi et al., 2020); as a

�ne-tuning, which requires changing the last layer to suit the classes of the preferred data source and retraining the

network's layers (Montalbo, 2020).

Numerous e�orts have been identi�ed in the related works, each based on a unique strategy for classifying brain

tumors (Belaid and Loudini, 2020; Rehman et al., 2020; Afshar et al., 2018; Sadad et al., 2021; Ayadi et al., 2021).

Various medical images have already been identi�ed and represented using DL approaches. Its procedures have

enabled machines to evaluate multidisciplinary pathology scans, high-dimensional image data, and video recordings.

(Talukder et al., 2022; Andresen et al., 2022). As they can handle biomedical image data, many deep-learning

techniques have been applied to disease prediction. (Khan et al., 2022; Islam et al., 2022; Sava�s, 2022).

Manually assessing and analyzing a vast array of brain MRI data is not only time-consuming and costly, but it

can also be prone to errors, as the processing and classi�cation of MRI images require expertise. Accurate diagnosis

and classi�cation of brain tumors are vital, as they inform prognostic predictions and enable medical professionals

to select the most suitable treatment options.

To help medical experts in selecting the best line of action and stopping the early death of life due to brain

tumors, we need to build a robust DL model to accurately predict brain tumor with less amount of time. Hence,

our research focuses on creating a productive and well-organized framework to classify brain tumors in which we

use numerous preprocessing steps to prepare our dataset, recon�gure the TL architecture, and add some extra

layers. The proposed DL approach is tested on the publicly available Figshare MRI brain tumor dataset. In order

to build a robust model, we used our novel DL approach for e�ective improvement in brain tumor classi�cation.

In this research, we assess the e�ectiveness of our proposed deep learning model by utilizing various performance

metrics, such as Accuracy, Precision, Recall, F1-score, Confusion Matrix, Root Mean Squared Error (RMSE), Mean

Absolute Error (MAE), and Mean Squared Error (MSE). The �ndings demonstrate that our deep learning model

is capable of classifying brain tumors with an exceptional accuracy rate surpassing 99%.

The main contributions of this research are as follows:

ˆ It proposes a novel deep learning model for brain tumor classi�cation, incorporating comprehensive prepro-

cessing, transfer learning architecture modi�cation, and �ne-tuning to enhance e�ciency.

ˆ Recon�guration architecture is modi�ed by involving image augmentation to solve over�tting problems and

utilize the GPU speed. Furthermore, to get instantaneously standardize images based on the con�guration,

which helps the initiative of reimplementing the augmentation process.

ˆ Fine-tuning is the process of adding layers with the modi�ed architecture that lets us build a new DL archi-

tecture to classify brain tumor e�ciently.
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ˆ Finally, assess the e�ectiveness of our proposed models using multiple criteria, including accuracy, precision,

recall, f1-score and confusion matrix and �nding the best model to categorize brain tumor.

The subsequent sections of the paper are structured as follows: In Section 2, an overview of related work on

brain tumor diagnosis using deep learning is presented. The methodology and dataset used in our research are

elaborated in Section 3. Section 4 outlines the experimental setup and performance evaluation. Lastly, the paper

concludes with Section 5.

2. Related Works

Classi�cation of brain tumours is essential for evaluating tumours and deciding on medication options based on

their categories. Brain cancers are detected using a variety of neuroimaging methods. Conversely, MRI is frequently

employed because of its greater image quality and lack of ionising radiation. DL is a machine learning discipline

that has consistently demonstrated outstanding results, particularly in categorization and detection issues. Table

1 shows the tree diagram of related works for brain tumor classi�cation.

Figure 1: The tree diagram of related works for brain tumor classi�cation

2.1. Brain tumor classi�cation using Transfer Learning (TL)

Belaid and Loudini (2020) explored the use of transfer learning networks to categorize brain tumors in MRI

images. The TL networks were trained and evaluated using several optimization strategies on the Figshare brain

tumor dataset to identify the most frequent brain lesions. With ResNet50 and Adadelta optimisation, the presented

transfer learning model got the greatest classi�cation accuracy of 99.02 percent. The classi�cation results showed

that the most frequent brain tumor may be classi�ed with excellent accuracy. As a result, the transfer learning

paradigm in medicine holds promise and can help physicians make rapid and precise diagnoses.

Rehman et al. (2020) used three di�erent designs of convolutional neural networks to diagnose brain lesions

in three experiments. They employed MRI slices from the Figshare brain tumor dataset; each study investigates

TL strategies, including �ne-tuning and freezing. The MRI slices are subjected to data augmentation procedures

to improve the generalization of results and expand data sampling to lower the over�tting chance. The optimized

VGG16 model produced the best results in categorization and had a prediction rate of 98.69% in the tests.

Sadad et al. (2021) utilized NASNet and ResNet50-UNet TL architects to achieve brain tumor classi�cation. To

improve the recognition results, the pre-processing and data augmentation idea was established. According to the
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�ndings, the research proposal paradigm outperformed the current state of the art. Among the many TL models

used for tumor categorization, NASNet was the greatest accuracy rate of 99.6 percent.

Tummala et al. (2022) used ImageNet-based ViT models that had been pre-trained and �ne-tuned for catego-

rization assignment. The Figshare brain tumor data set was utilized to evaluate the performance of the ensemble

ViT model in cross-validation (CV) and testing for a three-class classi�cation task. The combination of all four

ViT variants, L/16,L/32, B/16 and B/32, yielded a 98.7% total testing accuracy. As a result, a collection of ViT

models could be used to support the computer-assisted identi�cation of brain cancers based on MRI scans, easing

the burden on radiologists.

Swati et al. (2019) proposed a blockwise �ne-tuning approach utilizing TL with a pre-trained CNN model. On

the Figshare brain tumor dataset, the o�ered approach was tested. Their strategy was more versatile because it did

not employ any feature extractor, required little preprocessing, and had an average accuracy of 94.82 percent when

tested �ve times. They contrasted their �ndings with classic CNN-based ML and DL methods. The developed

VGG19 technique exceeded state-of-the-art classi�cation, according to experimental results.

2.2. Brain tumor classi�cation using Capsule Network (CapsNet)

Afshar et al. (2018) exploited CapsNets to increase the performance of the categorization issue on a real series

of brain MRI images to identify brain tumors. Due to the handling of a limited training set and their units

being increasingly adaptable, they exceed CNNs in the tumor diagnosis challenge by 86.56 percent. Their �ndings

demonstrated that the suggested method could e�ciently defeat CNNs in the categorization of brain tumors.

Afshar et al. (2019) developed a modi�ed CapsNet design that included both raw MRI brain images and tumor

borders in order to categorize cancers. The tumor rough borders are added as new inputs to the CapsNet's

work
ow to boost the CapsNet's emphasis. They utilized the �gshare brain MRI data with 3064 pictures to test

their recommended CapsNet framework and achieved a 90.89 percent accuracy rate, which exceeds its competitors

signi�cantly. They showed that, in contrast to previous CapsNets and CNNs, the new technique improved the

classi�cation accuracy. It was also notable to observe that CapsNets were equipped with features that improved

their interpretability.

Afshar et al. (2020) introduced a Bayesian CapsNet framework, termed the BayesCap, capable of providing

not only mean estimates, but also entropy as an indicator of forecasting uncertainties, by taking advantage of

the ability of capsule networks to regulate small datasets and control uncertainty. To test the BabyesCap model,

they used Figshare brain tumor dataset and obtained a 78 percent accuracy rate in detecting brain tumors. They

demonstrated that screening out the uncertain forecasts improves accuracy, indicating that releasing the uncertain

forecasts was a good method for increasing network comprehensibility.

2.3. Brain tumor classi�cation using Convolution Neural Network (CNN)

Bad�za and Barjaktarovi�c (2020) demonstrated a new CNN model for brain tumor categorization that is easier

to use than pre-trained networks and was evaluated using Figshare MRI data. The network's capacity to generalize

was evaluated through various methods, including the use of the 10-fold CV technique. The record-wise CV for the

augmented data yielded the highest results among the di�erent approaches. They had a 96.56 percent accuracy
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rate. The novel CNN architecture could be employed as an excellent verdict utility for radiologists in diagnostic

purposes, together with its high generalization potential and processing speed.

Leveraging two publically accessible datasets, a DL model premised on a convolutional neural network is pre-

sented by (Sultan et al., 2019) to diagnose various brain tumor kinds. For the 2 experiments, the presented network

topology produces remarkable results, with the greatest overall accuracy of 96.13 percent and 98.7 percent, respec-

tively. The �ndings proved that the proposal could be used to detect multiple types of brain tumors.

Ait Amou et al. (2022) presented an improved hyperparameter optimization strategy for CNN that relies on

Bayesian optimization. This strategy was tested by categorizing MRI scans of the brain into three classes of cancers.

Five well-known deep pre-trained models are examined to optimize CNN's e�ciency using TL. Despite the use of

data augmentation or cropping lesion procedures, their CNN was capable of achieving an accuracy rate of 98.70

percent at most after utilizing Bayesian optimization. Furthermore, using the MRI sample, the suggested model

exceeds the existing work, proving the viability of hyperparameter optimization automation.

Abiwinanda et al. (2019) attempted to train CNN to recognize three di�erent types of brain tumors: gliomas,

meningiomas, and pituitary tumors. The authors used a simple CNN architecture that included only one convolution

layer, a max-pooling layer, and a 
attening layer over each hidden layer, followed by a full connection from one

hidden layer. Their model achieved 98.51 percent training accuracy and 84.19 percent validation accuracy despite

its simplicity and lack of prior region-based segmentation. This method has the potential to be a straightforward

tool for doctors in accurately diagnozing brain tumours.

Das et al. (2019) worked on constructing a CNN model for the classi�cation of brain tumors, and the designed

scheme was made up of two major steps: preprocessing images using various image processing strategies and then

categorizing the processed images using CNN. Using their CNN model on a brain tumor dataset, they were able to

attain a high accuracy of 94.39 percent. In the data set, the designed scheme demonstrated satisfactory accuracy

and exceeded the number of well-known current approaches.

Paul et al. (2017) employed 989 axial photos to develop a convolutional neural network over the axial data,

which proved to be e�cient in categorization with a 5-fold CV of 91.43 percent on the �nest CNN model. This

�nding showed that CNN outperformed specialized approaches in tumors that need image dilation and ring-forming

subareas.

Ayadi et al. (2021) demonstrated a novel CNN-based model with multiple layers for classifying MRI brain

tumors. It was an intelligent model that needed very little preprocessing and was evaluated on three di�erent

brain tumor datasets. To test the accuracy of the model and determine the resilience of the system, a variety

of performance metrics were examined. With an accuracy rate of 94.74% for Figshare, 93.71% for Radiopaedia,

and 97.22 percent for Rembrandt datasets, the proposed scheme achieved the best classi�cation and recognition

accuracies relative to previous relevant studies along the same data.

3. Methodology

This section presents our proposed methodology, which includes a description of the various transfer learning

(TL) algorithms that are utilized in our approach. First, we explain the working principle of our proposal and then

we brie
y describe the transfer learning algorithms.
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To ensure a brain tumor prognosis, we constructed our proposed approach using image data collection, prepro-

cessing, reconstruction transfer learning architecture and �ne-tune by attaching some extra layers such as global

avg. pooling, batch normalization and dense layers to classify brain tumors on a brain tumor dataset. The block

diagram and architecture of our proposed paradigm are depicted in Fig 2 and Fig 3. The following are the steps of

our proposed approach:

Figure 2: The block diagram of our proposed research

ˆ Step-1: Initially, we take the brain tumor dataset to conduct our experiment. There are three types of brain

tumors available in our dataset such as glioma, meningioma and pituitary.

ˆ Step-2: During the pre-processing stage, the image is resized to achieve the desired size of 256x256, applied a

�lter to sharpen the image, then complements the image and performed image scaling to normalize the image

data.

ˆ Step-3: In the reconstruction transfer learning architecture step, we add image augmentation after the input

layer and then truncate the last few layers after the activation layer.

ˆ Step-4: In this step, we �ne-tune by attaching some layers including global average pooling, batch normal-

ization and dense layer to make it more suitable to classify brain tumors.

ˆ Step-5: In this step, some well-known transfer learning algorithms such as Xception, ResNet50V2, Incep-

tionResNetV2 and DenseNet201 are utilized in our approach.

ˆ Step-6: Finally, the performance is evaluated for each transfer learning model and selecting the best one

based on various performance metrics, including Accuracy, Precision, Recall, F1-score, Confusion Matrix,

RMSE, MAE and MSE. Furthermore, a comparison analysis is performed with other existing works.
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Figure 3: The proposed architecture for brain tumor classi�cation

3.1. Data collection

The dataset (Cheng, 2017) contains 3064 T1-weighted contrast-enhanced images of the brains of 233 patients

who had been diagnosed with one of three types of brain tumours: meningioma (708 slices), glioma (1426 slices),

or pituitary tumour (930 slices). The information can be downloaded in the form of Matlab �les (.mat �les). Each

image �le includes a struct that contains pertinent information about the image, such as the label (1 for meningioma,

2 for glioma, and 3 for pituitary tumour), patient ID (PID), image data, and tumour Border. The tumor border is

a vector that contains the coordinates of distinct points on the tumor's edge, and it is obtained by manually tracing

the tumor border. Due to the availability of this information, the generation of a binary image of the tumor mask

is made simple. In addition, the dataset contains a tumor Mask, which is a binary image with the tumor region

represented by a string of ones.

The distribution of the dataset is depicted in Fig. 4

Figure 4: The distribution of brain tumor dataset

3.2. Data preprocessing

In the data preprocessing, we took the dataset and prepare it for processing by taking the image and label

information from the dataset as the dataset was in Matlab (.mat) �le format. Then we start image preprocessing

by utilizing the resize the images into 256x256, applying a sharp �lter to sharpen the images and complement the

images to make them more visible. After that, we scale the image by dividing the images by 255. Moreover, to
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�t into the CNN model, we split our dataset into train, test and validation parts in 80%, 10% and 10% and also

shu�e 1000 times to minimize loss, reduce the variance and generalize the model.

The preprocessed images are sharper, brighter, and have more detectable details than the original images,

making them appropriate for driving into the model and achieving greater performance than existing works. Figure

5 illustrates the image preprocessing steps for brain tumor types, including glioma, meningioma, and pituitary. The

top section of the �gure (a,b,c) shows the images before preprocessing, while the bottom section (d,e,f) displays the

images after the preprocessing steps have been applied.

(a) Before (glioma) (b) Before (menin-

gioma)

(c) Before (pituitary)

(d) After (glioma) (e) After (meningioma) (f) After (pituitary)

Figure 5: Brain glioma, meningioma and pituitary image before and after image preprocessing

We have further enhanced the experimental setup by incorporating additional photographs to measure the

impact of the image preprocessing techniques proposed in this paper. In Figure 6a and 6b, we present a selection

of before-and-after images randomly selected from our dataset, illustrating the demonstrable e�ects of the image

processing methods employed. These visual examples serve to provide compelling evidence of the e�cacy of our

image preprocessing approach, enhancing the attractiveness and visual appeal of our research

3.3. Reconstruction transfer learning architecture

In reconstruction transfer learning architecture, we reconstruct the architecture of transfer learning as we have

already known that the transfer learning algorithms are pre-trained with ImageNet data (You et al., 2020) so to use

it in our dataset we need to reconstruct the architecture for better predictions. We reconstruct the architecture so

that we can utilize all transfer learning algorithms in our modi�ed architecture. This procedure follows two steps:

ˆ Image Augmentation: Initially, we take the input layer then we add the image augmentation layer means we

make the augmentation layer part of our architecture so that the modi�ed architecture can use preprocessed

images to perform augmentation on-device, simultaneously with the remainder of the layers, and advantage

from GPU speed. In addition, when we extract our model, the preprocessing layers are stored alongside the
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(a) Before Image Preprocessing

(b) After Image Preprocessing

Figure 6: Sample of before and after image preprocessing
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