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A material response code is strongly coupled with a radiative transfer equation (RTE) to
evaluate the effect of a spectrally resolved heat flux on the thermal response of a heat shield. A P1
approximation model of RTE is used to account for radiation heat transfer within the material.
First, the RTE model is verified by comparing the numerical results with the analytical solution.
Next, the coupling scheme is verified by comparing the temperature histories computed by the
pure conduction scheme with the ones computed by conduction coupled with radiative emission.
The verification study is conducted using test cases from the literature (radiant heating, arc-jet
heating, and space shuttle entry) as well as on a 3D Block, a 2D IsoQ sample, and the Stardust
Return Capsule. The verification results are satisfactory for all cases. Thus, the verification
results indicate that the coupling approach can accurately simulate the thermal response of
the material. The coupling scheme was then used to simulate a laser heating experiment that
studied the impact of spectral radiative heat transfer on ablative material. The results from
the laser ablation simulations exhibit a behavior analogous to the experimental observations,
indicating the importance of spectral radiative flux on the material response.

Nomenclature
Symbols

𝑐 Speed of sound, m/s
𝑐𝑝 Specific heat, J/kg-K
D Diffusive momentum source term,

(
𝐷𝑥 , 𝐷𝑦 , 𝐷𝑧

)
, kg/m-s2

𝐸 Total energy per unit volume, J/m3

Fcond Conduction heat flux,
(
𝐹cond,𝑥 , 𝐹cond,𝑦 , 𝐹cond,𝑧

)
, W/m2

FFF Convective flux matrix
F𝑑F𝑑F𝑑 Diffusive flux matrix
𝐺𝜆 Spectral incident radiation flux, W/m2-µm
𝐻 Specific enthalpy, J/kg
𝐼𝜆 Spectral intensity, W/m2-µm-sr
𝐼𝑏𝜆 Planck function, W/m2-µm-sr
𝑘 Thermal conductivity, W/m-K
𝑀 Order of approximation for phase function
n̂ Unit normal vector
𝑝 Static pressure, N/m2

𝑃 Legendre Polynomials
q𝜆 Spectral radiative flux, W/m2-µm
qrad Total radiative flux, W/m2

Q Conservative variables vector
S Source term vector
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ŝ Directional unit vector
𝑆𝐷 Diffusive energy source term, W/m3

𝑡 Time, s
𝑇 Temperature, K
Δ𝑇 Temperature difference, K
(𝑢, 𝑣, 𝑤) Velocity components, m/s
𝑌 Spherical harmonics
𝛽 Extinction coefficient, (𝜅 + 𝜎𝑠), 1/m
𝜖 Emissivity
𝜃 Polar angle, rad
𝜅 Absorption coefficient, 1/m
𝜌 Density, kg/m3

𝜎𝑠 Scattering coefficient, 1/m
𝜙 Porosity
𝜙𝑠 Scattering phase function
𝜓 Azimuthal angle, rad
Ω Solid angle, sr
¤𝜔𝑔𝑖 Pyrolysis gas production rate for gas species 𝑖, kg/m3-s
¤𝜔𝑠𝑖 Decomposition rate for solid species 𝑖, kg/m3-s

Subscripts

eff Effective
𝑔 Gas
𝑠 Solid
𝑠 + 𝑔 Solid + Gas
𝜆 Spectral

I. Introduction
Space vehicles enter the planetary atmosphere at hypersonic speeds and experience high surface heat fluxes. The

high enthalpy of the flow contributes to the convective heat flux and shock layer emissions to the radiative heat flux.
These vehicles are equipped with Thermal Protection System (TPS) that counter these high heat fluxes and protect the
vehicle from extreme conditions. For most vehicles of interest to NASA, ablative materials are used as TPS, which
undergo mass removal mechanisms to absorb the intense heat [1].

The heat transfer process for ablative materials involves different mechanisms. For a simple non-reactive fibrous
material, the energy transit occurs in the form of heat conduction through the solid and gas and internal radiation
through the porous structure. Several studies [2–4] indicate that internal radiation is significant and, in some cases, is
the dominant mode of heat transfer, which contributes to volumetric ablation. The thermal response of the material is
numerically modeled using Material Response (MR) codes. These codes use the parameter effective thermal conductivity
that accounts for both heat conduction and internal radiation [2, 5].

It is generally assumed that the radiative flux, incident on the surface, is either reflected or absorbed within a
minute thickness near the surface of the material. The experiments by White [6], who used a solar tower to irradiate
Phenolic Impregnated Carbon Ablator (PICA) samples with incident flux levels at 50, 100, 150 W/cm2, indicated no
in-depth transmission and absorption in the near-infrared wavelength range of radiative heating. However, recently, the
assumption proved to be invalid when White [7] conducted laser testing on silica, glass-fiber, and carbon-felt-based
materials. White [7] used two types of lasers – CO2 laser (wavelength = 10.6 µm) and Fiber laser (wavelength = 1.07 µm)
– both imposing a heat flux of 115 W/cm2 on the samples for 30 seconds. When the two lasers irradiated the samples of
the same material, it was found that the material response was quite different. The values for the parameters such as
mass loss, char layer thickness, maximum bondline temperature, and time to reach maximum bondline temperature
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were higher for the sample irradiated by the Fiber laser when compared to the CO2 laser. The results indicated that the
spectral radiation penetrates through a significant depth of the material and impacts the material response. Since the
shock layer radiation can be expressed through narrow bands of emission [8], it is important to account for the effects of
spectral radiative flux to define the performance of TPS accurately.

The effective thermal conductivity takes into account only total radiative heat flux and does not consider its spectral
contribution. Therefore, to compute the material response to a spectral radiative flux, the heat conduction and internal
radiation should be solved separately and later coupled to ensure total heat transfer is modeled accurately.

In this work, a P1 approximation model [9] of the Radiation Transfer Equation (RTE) is used to compute the internal
radiation. The objective of the present work is to showcase the functionality of the developed tool by performing
verification for cases of multi-dimensional models and simulating the laser ablation to understand the significance of
spectral radiation within a material. The present work is an extension to work performed by Martin and Panesi [10].

II. Numerical Approach
A material response code is used to compute the heat conduction through the material and its solid decomposition.

On the other hand, the internal radiative heat transfer is solved by using P1 approximation model for the radiative transfer
equation. Individual models and the coupling procedure are presented in this section.

A. Material Response
The material response is simulated using the MR module of KATS (Kentucky Aerothermodynamics and Thermal-

response System) [11–13]. The solver employs a finite volume method applied to the governing equations, which are of
the form:

𝜕Q
𝜕𝑡

+ ∇ · (FFF − F𝑑F𝑑F𝑑) = S , (1)

where Q is a vector of conservative variables; FFF and F𝑑F𝑑F𝑑 are convective and diffusive flux matrices; and S is the source
term vector. The vectors of conservative variables and source terms are of the form:

Q =

©­­­­­­­­­­­­­­­­­­­­«

𝜙𝜌𝑔1
...

𝜙𝜌𝑔𝑛𝑔𝑠

𝜌𝑠1
...

𝜌𝑠𝑛𝑠𝑠

𝜙𝜌𝑔𝑢

𝜙𝜌𝑔𝑣

𝜙𝜌𝑔𝑤

𝜙𝐸𝑔 + 𝐸𝑠

ª®®®®®®®®®®®®®®®®®®®®¬

, S =

©­­­­­­­­­­­­­­­­­­­­«

¤𝜔𝑔1
...

¤𝜔𝑔𝑛𝑔𝑠

¤𝜔𝑠1
...

¤𝜔𝑠𝑛𝑠𝑠

𝐷𝑥

𝐷𝑦

𝐷𝑧

𝑆𝐷

ª®®®®®®®®®®®®®®®®®®®®¬

, (2)

where 𝜙 is the porosity of the material, 𝜌 is the density, (𝑢, 𝑣, 𝑤) are the components of gas velocity, 𝐸 is the total energy
per unit volume.

(
𝐷𝑥 , 𝐷𝑦 , 𝐷𝑧

)
are terms that account for the diffusive effects of porous structure in the momentum

equation, 𝑆𝐷 is the diffusive source in the energy equation, ¤𝜔𝑔𝑖 is the rate of mass production of pyrolysis gas species
‘𝑖’, and ¤𝜔𝑠𝑖 is the mass decomposition rate of solid species ‘𝑖’. Subscripts 𝑛𝑔𝑠 and 𝑛𝑠𝑠 represent the total number of
gas and solid species, respectively, while 𝑔 and 𝑠 represent the gas and solid states. The convective and diffusive flux
matrices in Eq. (1) are given as:
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FFF =

©­­­­­­­­­­­­­­­­­­­­«

𝜙𝜌𝑔1𝑢 𝜙𝜌𝑔1𝑣 𝜙𝜌𝑔1𝑤

...
...

...

𝜙𝜌𝑔𝑛𝑔𝑠𝑢 𝜙𝜌𝑔𝑛𝑔𝑠𝑣 𝜙𝜌𝑔𝑛𝑔𝑠𝑤

0 0 0
...

...
...

0 0 0
𝜙𝜌𝑔𝑢

2 + 𝑝 𝜙𝜌𝑔𝑣𝑢 𝜙𝜌𝑔𝑤𝑢

𝜙𝜌𝑔𝑢𝑣 𝜙𝜌𝑔𝑣
2 + 𝑝 𝜙𝜌𝑔𝑤𝑣

𝜙𝜌𝑔𝑢𝑤 𝜙𝜌𝑔𝑣𝑤 𝜙𝜌𝑔𝑤
2 + 𝑝

𝜙𝜌𝑔𝑢𝐻 𝜙𝜌𝑔𝑣𝐻 𝜙𝜌𝑔𝑤𝐻

ª®®®®®®®®®®®®®®®®®®®®¬

, F𝑑F𝑑F𝑑 =

©­­­­­­­­­­­­­­­­­­­­­«

0

𝐹cond,𝑥 𝐹cond,𝑦 𝐹cond,𝑧

ª®®®®®®®®®®®®®®®®®®®®®¬

(3)

where 𝑝 is the static pressure, 𝐻 is the specific gas enthalpy, and 𝐹cond,𝑖 are the conductive heat flux components. Eq. (1)
is discretized first-order in time and second-order in space. The solver uses the PETSc library [14–16] to solve the linear
system of equations, ParMETIS [17] for domain decomposition, and MPI [18] for message passing. More information
on this solver is presented in the works by Weng et al. [11, 19, 20].

B. Radiation Transfer Equation
The radiative energy balance in participating media (absorbing, emitting, and scattering media) is given by the

Radiative Transfer Equation (RTE) [9]. RTE indicates the radiation intensity field within the enclosures as a function of
location, direction, and wavelength and is written as:

1
𝑐

𝜕𝐼𝜆

𝜕𝑡
+ ŝ · ∇𝐼𝑏𝜆 = 𝜅𝜆𝐼𝑏𝜆 − (𝜅𝜆 + 𝜎𝑠𝜆) 𝐼𝜆 +

𝜎𝑠𝜆

4𝜋

∫
4𝜋

𝐼𝜆 (ŝ𝑖) 𝜙𝑠𝜆 (ŝ𝑖 , ŝ) 𝑑Ω𝑖 (4)

where ŝ is the directional unit vector, 𝐼𝜆 is the spectral intensity, 𝐼𝑏𝜆 is the Planck function, 𝜅𝜆 is the spectral absorption
coefficient, 𝜎𝑠𝜆 is the spectral scattering coefficient, 𝜙𝑠𝜆 (ŝ𝑖 , ŝ) is the scattering phase function, 𝑐 is the speed of light, Ω
is the solid angle, and subscript 𝑖 is the direction of an incoming ray. For most of the applications, the first term of
Eq. (4) is minimal and can be neglected [9]. Therefore, Eq. (4) can be re-written as

ŝ · ∇𝐼𝑏𝜆 =
𝑑𝐼𝜆

𝑑𝑠
= 𝜅𝜆𝐼𝑏𝜆 − 𝛽𝜆𝐼𝜆 +

𝜎𝑠𝜆

4𝜋

∫
4𝜋

𝐼𝜆 (ŝ𝑖) 𝜙𝑠𝜆 (ŝ𝑖 , ŝ) 𝑑Ω𝑖 (5)

where 𝛽𝜆 is the spectral extinction coefficient, which is equal to the sum of spectral absorption and spectral scattering
coefficients. Solving Eq. (5) is challenging due to its directional nature, even for 1D cases.

Methods such as Spherical Harmonics (PN), Discrete-Ordinates (SN), Monte-Carlo, and Zonal are used to solve
Eq. (5) providing approximate solutions [9]. The Spherical Harmonics (PN) method converts Eq. (5) into a set of
simultaneous partial differential equations (PDE). The PN method expresses the radiation intensity field, 𝐼, in terms of
orthogonal-basis functions in spherical coordinate system [21]. In the PN method, 𝐼 (𝑟, ŝ) at any location 𝑟 is assumed to
be the sum of the value of a scalar function on the surface of a sphere of unit length radius around point 𝑟 . This scalar
function is expressed as

𝐼 (𝑟, ŝ) =
∞∑︁
𝑙=0

𝑙∑︁
𝑚=−𝑙

𝐼𝑚𝑙 (𝑟)𝑌𝑚
𝑙 (ŝ) (6)

where 𝐼𝑚
𝑙
(𝑟) are coefficients based on the position and 𝑌𝑚

𝑙
(ŝ) are spherical harmonics which are defined as

𝑌𝑚
𝑙 (ŝ) = (−1) (𝑚+|𝑚 |)/2

[
(𝑙 − |𝑚 |)!
(𝑙 + |𝑚 |)!

]1/2
𝑒𝑖𝑚𝜓𝑃

|𝑚 |
𝑙

(cos 𝜃) (7)
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where 𝜃 and 𝜓 are polar and azimuthal angles defining the direction unit vector ŝ, and 𝑃𝑚
𝑙

are associated with Legendre
Polynomials. The scattering function is also expressed in the form of Legendre Polynomials as

𝜙𝑠 (ŝ𝑖 , ŝ) =
𝑀∑︁
𝑚=0

𝐴𝑚𝑃𝑚 (ŝ𝑖) 𝑃𝑚 (ŝ) (8)

where 𝑀 is the order of approximation for the phase function. The P1 approximation to the RTE is obtained when the
terms in Eq. (6) is calculated for 𝑙 = 1. The resulting PDE is a function of variable 𝐺, which is the total intensity acting
on a point from all directions and is defined as:

𝐺 (𝑟) =
∫

4𝜋
𝐼 (𝑟, ŝ)𝑑Ω (9)

Applying the P1 approximation to Eq. (5) results in

∇ · q𝜆 = 𝜅𝜆 (4𝜋𝐼𝑏𝜆 − 𝐺𝜆) (10)

where q𝜆 represent spectral radiative heat flux and is defined as

q𝜆 (𝑟) =
∫

4𝜋
𝐼 (𝑟, ŝ)ŝ𝑑Ω (11)

Additionally, multiplying Eq. (10) by 𝑌𝑚
𝑙

results in new relation as

∇𝐺𝜆 = −3𝛽𝜆q𝜆 (12)

A Helmholtz equation is formed by eliminating spectral heat flux from Eqs. (10) and (12) that results in:

∇ ·
(
− 1

3𝛽𝜆
∇𝐺𝜆

)
= 𝜅𝜆 (4𝜋𝐼𝑏𝜆 − 𝐺𝜆) (13)

The above equation is solved for 𝐺𝜆. It should be noted that Eq. (13) is a second-order elliptic PDE that is straightforward
to integrate and less complicated when compared to other approximate methods. The P1 method can be applied
to scattering media but is less accurate when the medium is optically thin [9, 21]. Finally, a Marshak boundary
condition [22, 23] is applied for the RTE at boundaries:

q𝜆 · n̂ =
𝜖

2 (2 − 𝜖) (4𝜋𝐼𝑏𝜆 − 𝐺𝜆) (14)

where n̂ represents the normal vector and 𝜖 represents the emissivity of the material.

C. Solution Procedure
The general form of the energy equation from Eq. (1) for heat conduction is given as:

𝜌𝑠𝑐𝑝
𝜕𝑇

𝜕𝑡
= ∇ · 𝑘eff∇𝑇 (15)

where 𝜌𝑠 is the bulk solid density of the material, 𝑐𝑝 is specific heat capacity of solid, 𝑇 is the temperature, 𝑡 is
time, and 𝑘eff is the effective thermal conductivity. The heat conduction through the solid material solved by using
Eq. (15) is referred as “pure conduction” in this work. The effective thermal conductivity takes into account the
thermal conductivities of solid, gas, as well as radiation. However, the values of 𝑘eff are accurate in an optically thick
and isotropic medium, where the approximations leading to radiative conductivity are valid [24–26]. Though the
approximation of optically thick medium stands valid, the medium’s isotropic nature assumption does not stand true at
large temperature gradients [27, 28]. The most common situations where large temperature gradients occur are during
arc-jet and radiant heating tests. Also, the value of 𝑘eff, especially for low-density ablators, is often under-predicted
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through suppressing the radiation energy transport by scattering and absorption [29]. Therefore, a coupled approach
between heat conduction and RTE is used. Also, pure conduction only accounts for the effect of total radiative heat
transfer, whereas the coupled approach can also be used to simulate the effect of spectral radiative heat transfer on the
material response. The energy equation for the coupled approach is of the form:

𝜌𝑠𝑐𝑝
𝜕𝑇

𝜕𝑡
= ∇ ·

(
𝑘𝑠+𝑔∇𝑇 + qrad

)
= ∇ ·

(
𝑘𝑠+𝑔∇𝑇

)
+ ∇ · qrad (16)

where 𝑘𝑠+𝑔 is the thermal conductivity that takes into account the contributions of solid and gas phase, and qrad is the
total radiative heat flux through the solid. The heat conduction through the solid material solved by using Eq. (16) is
referred as “conduction coupled with radiative emission” in this work. It can be seen that Eq. (16) when compared to
Eq. (15), has an additional term. The extra term ∇ · qrad is added into source term vector S of Eq. (1). The total radiative
flux is determined as

∇ · qrad =

∫
𝜆

∇ · q𝜆𝑑𝜆 =

∫
𝜆

𝜅𝜆 (4𝜋𝐼𝑏𝜆 − 𝐺𝜆) 𝑑𝜆 (17)

For each time step, Eq. (13) is solved for 𝐺𝜆 by using the temperature distribution. Since Eq. (13) represents spectral
properties, the number of equations solved at each cell center is equivalent to the chosen wavelength intervals. Therefore,
the cost of simulation is directly proportional to the number of spectral equations times the total number of cell centers.
The net emission is then calculated using Eq. (17), while Eq. (16) is solved with ∇ · qrad inserted into it. The new
temperature distribution obtained by solving Eq. (16) is again used by Eq. (13) to solve for new 𝐺𝜆. This process is
repeated until the relative difference between the temperature distributions, for the successive iterations, is below the
prescribed tolerance (in the present work, 10−3). An algorithm 1 is presented describing the coupling procedure. It
should be noted that the coupling scheme converges at a linear rate.

III. Verification
The verification scheme is performed in two steps. The code verification is performed by comparing the numerical

solution of RTE with the analytical one and is presented in Section III.A. Sections III.B-III.E present the solution
verification cases where the temperature histories computed by pure conduction are compared with the ones computed
by conduction coupled with radiative emission. Since Eqs. (15) and (16) refer to heat transfer through the same solid
object, for a total heat flux at the heating surface, both methods should arrive at the same results. The total heat flux
boundary condition can be a temperature profile or a heat flux profile along the surface.

The material used in the solution verification cases is LI-900. The thermal conductivities (both 𝑘eff and 𝑘𝑠+𝑔),
absorption, and extinction coefficients for LI-900 are taken from Marschall et al. [27]. The values for specific heat
capacity and density of LI-900 are taken from Williams et al. [30]. The domain of the wavelength-dependent optical
(absorption and extinction) coefficients taken from Marschall et al. [27] is between 0.1 µm to 100 µm, and the same
domain is taken as wavelength range with 101 intervals for the simulations. As seen from Eq. (10), the absorption
coefficient plays an important role in radiative heat transfer. The value of the absorption coefficient between any two
data points is calculated through interpolation. Therefore, the minimum value for the number of wavelength intervals is
equal to the number of data points, which has been used in this work. The method of using the number of data points as
the number of spectral equations (Eq. (13)) to be solved for internal radiation is termed as Kappa Resolved Model [31].
It was observed that the wavelength range and the number of intervals considered in this work denote the minimum
values above which the simulated solution does not change. The simulations solve the energy equation only. Marshak
boundary condition, as defined by Eq. (14), is applied at both front and back surfaces for all the solution verification
cases. It should be noted that the simulated solutions presented for all the cases in this section are grid independent.

It should also be noted that the terms ‘Absolute error,’ ‘Relative error,’ ‘RMS error,’ and ’Relative max norm error’
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Algorithm 1 Coupling scheme between heat conduction and radiation transfer equation
1: Input initial temperature (𝑇0), initial time (𝑡0), final time (𝑡 𝑓 ), time step size (Δ𝑡), wavelength range (𝜆0, 𝜆 𝑓 ),

number of wavelength intervals (𝑛𝜆), tolerance (𝑡𝑜𝑙), and boundary conditions
2: Read the mesh, initial and boundary values
3: Set time 𝑡 = 𝑡0, time step counter 𝑛 = 0, and temperature 𝑇 = 𝑇0

4: Assign wavelengths 𝜆 =

[
𝜆0, 𝜆0

(
𝜆 𝑓

𝜆0

) 1
𝑛𝜆−1

, . . . , 𝜆0

(
𝜆 𝑓

𝜆0

) 𝑛𝜆−2
𝑛𝜆−1

, 𝜆 𝑓

]
5: Set ∇ · qrad = 0, 𝑇1 = 𝑇0
6: while 𝑡 < 𝑡 𝑓 do
7: Increment time: 𝑡 = 𝑡 + Δ𝑡, 𝑛 = 𝑛 + 1
8: Set 𝑖 = 1, 𝑒𝑟𝑟 = 1.0
9: Solve Eq. (13) using 𝑇 𝑖 for all the wavelengths (𝜆)

10: Calculate (∇ · qrad)𝑖 using Eq. (17) over the wavelength range
11: if 𝑖 ≠ 1 then
12: Calculate 𝑒𝑟𝑟 =




 (∇·qrad)𝑖−(∇·qrad)𝑖−1

(∇·qrad)𝑖−1





2

13: end if
14: if 𝑒𝑟𝑟 > 𝑡𝑜𝑙 then
15: Insert (∇ · qrad)𝑖 and solve Eq. (16) to get 𝑇 𝑖+1

16: Assign i = i + 1
17: Goto Step 9
18: end if
19: Solve Eq. (16) with (∇ · qrad)𝑖 inserted to get 𝑇∗ for time 𝑡
20: Assign 𝑇1 = 𝑇∗

21: end while

mentioned in the context of this work are defined as:

Absolute error = 𝑇PC − 𝑇RTE = Δ𝑇 (18)

Relative error =
Δ𝑇

𝑇PC
(19)

RMS error =

[∑𝑛𝑡
𝑖=1

(
𝑇PC𝑖

− 𝑇RTE𝑖

)2
𝑛𝑡

]1/2

(20)

Relative max norm error =
∥𝑇PC − 𝑇RTE∥∞

∥𝑇PC∥∞
(21)

where ‘PC’ and ‘RTE’ denote pure conduction and conduction coupled with radiative emission methods, respectively,
‘𝑛𝑡 ′ represent the number of time steps, and ∥·∥∞ denote the infinity norm.

A. Comparison with an analytical solution
A simplified analytical solution is used to verify the numerical model of the RTE. This particular study’s objective

is to ensure the code’s numerical correctness. To achieve that, all the parameters, except 𝐺𝜆, are assumed to be
constants, that is, 𝜅𝜆 = 1 m-1, 𝛽𝜆 = 1/3 m-1, and 𝐼𝑏𝜆 = 1/(4𝜋) W/m2-µm-sr, in Eq. (13). A 1-D domain is considered,
transforming Eq. (13) into an ordinary differential equation. The numerical and analytical solutions are presented in
Fig. 1 as a function of non-dimensional variables. The numerical solution compares well with the analytical one, as
seen in Fig. 1 with a 𝐿2-norm error of 5.33 × 10−6. These results only indicate that the code implements the RTE model
faithfully and, therefore, does not provide any insight into the accuracy of the coupling scheme.
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B. Marschall et al. Test Cases
Marschall et al. [27] test cases include three 1D cases: radiant heating, arc-jet heating, and space shuttle entry.

Figure 2 illustrates the schematic of the test cases. In these test cases, the sample is heated by applying a temperature
history at the heating surface. The wall of the sample, based on the test case, is either maintained at constant temperature
or is assumed to be adiabatic and impermeable. A verification study is conducted by comparing the temperature histories
computed using pure conduction with the ones computed using conduction coupled with radiative emission at different
locations within the sample for each test case.

1. Radiant Heating
A 1.25 cm thick sample is heated for the radiant heating test. The pressure at the heating surface is 1 atm, and the

temperature increases from 256 K to 1228 K in 15 seconds and remains constant for the remainder of the heating time.
The temperature at the back face of the sample is kept at 256 K for the entire period.

The results from this simulation are illustrated in Fig. 3. Figure 3(a) shows the temperature histories at different
thermocouple (TC) locations within the material for pure conduction and conduction coupled with radiative emission.
The absolute and relative errors between the temperature histories calculated from both methods, the formulations of
which are expressed in Eqs. (18) and (19), are shown in Fig. 3(b). It can be seen that the maximum absolute error is
around 35 K, and the maximum relative error is less than 4% between the two methods. These maximum errors occur at
around 15 seconds of heating time and due to high-temperature gradients. The high-temperature gradients are caused
due to high heating times and occur within the shallow regions of the heating surface.

The RMS error and relative max norm error, which are calculated as expressed in Eqs. (20) and (21) for different
TC locations, are presented in Table 1. The RMS error shows the average deviation of temperatures predicted by the
coupling scheme when compared with the pure conduction one. Based on the values of RMS error, it can be deduced
that most of the discrepancy between the two methods occurs due to high-temperature gradients, as seen in Fig. 3. On
the other hand, the relative maximum norm error indicates the measure of the accuracy of the coupling scheme and
based on the values, it can be concluded that the coupling scheme computes the temperatures accurately.
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Fig. 2 Schematic of Marschall et al. test cases

Table 1 Error analysis between temperature histories at the thermocouple locations for radiant heating case

x, cm RMS Error, K Relative max norm error, %
0.10 14.70 3.07
0.30 15.90 2.48
0.50 9.49 1.41

9



 200

 300

 400

 500

 600

 700

 800

 900

 1000

 1100

 1200

 1300

 0  10  20  30  40  50  60

T
em

pe
ra

tu
re

, K

Time, s

Pure Conduction
Conduction + Radiative Emission

x=
0.

00
 c

m

x=0.10 cm

x=0.30 cm

x=0.50 cm

x=1.25 cm

(a) Temperature histories at various locations within the sample

-10

 0

 10

 20

 30

 40

 0  10  20  30  40  50  60
-2

-1

 0

 1

 2

 3

 4

A
bs

ol
ut

e 
er

ro
r,

 K

R
el

at
iv

e 
er

ro
r,

 %

Time, s

x=0.10 cm
x=0.30 cm
x=0.50 cm

Solid lines - Absolute error
Dashed lines - Relative error

(b) Absolute and relative errors between the temperatures of two methods

Fig. 3 Comparison between pure conduction and conduction coupled with radiative emission for radiant heating
case
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2. Arc-jet Heating
The second case is the arc-jet heating test on a 4 cm sample. While the sample’s back surface is impermeable and

adiabatic, the front surface is at a pressure of 0.01 atm and is heated, increasing the temperature from 300 K to 1700 K
in 5 seconds, remaining at 1700 K for another 3 minutes, and then following a cooling curve.

The results from the simulation of the arc-jet heating case are given in Fig. 4. Figure 4(a) shows the temperature
histories for both pure conduction and conduction coupled with radiative emission at TC points within the sample.
The absolute and relative difference between the temperature histories calculated from both the methods are shown in
Fig. 4(b). The differences show that the maximum absolute error between the two methods is below 100 K whereas the
maximum relative error is below 17%. These maximum differences in temperatures between the two methods occur
due to high-temperature gradients. Apart from the maximum values, it can be seen that the discrepancy between the
temperatures, especially for 0.50 cm and 1.00 cm locations, exists during rapid heating (the first 5 seconds), the period
after the rapid heating (between 5 seconds and 185 seconds), and also during the abrupt cooling period (between 185
seconds and 200 seconds). The TC locations – 0.50 cm and 1.00 cm – attain high temperatures during a part of the
heating time, which cause the above-mentioned discrepancies.

The RMS error and relative max norm error for various TC locations within the sample are presented in Table 2.
It can be observed that the average deviation of the temperatures predicted by the coupling scheme from the pure
conduction ones decreases along the sample length. The high values of deviations occur for TC points 0.50 cm and 1.00
cm due to large temperature gradients and high temperatures. The relative max norm error seems to indicate that the
coupling scheme accurately predicts the temperatures.

Table 2 Error analysis between temperature histories at the thermocouple locations for arc-jet heating case

x, cm RMS Error, K Relative max norm error, %
0.50 26.85 5.98
1.00 16.87 3.12
2.00 8.63 2.32
3.00 5.77 1.72
4.00 2.73 0.95

3. Space Shuttle Entry
The third case is the space shuttle entry test on a 5 cm sample. The front surface kept at 300 K and 0.1 atm is

heated to 1200 K over 350 seconds, remaining at 1200 K for another 11 minutes. The front surface later undergoes a
varying temperature curve as shown in Fig. 5(a). The back surface of the sample is set to be adiabatic and impermeable.
The results from the simulation of the space shuttle entry case are shown in Fig. 5. Figure 5(a) shows the temperature
histories at different thermocouple points within the sample for both pure conduction and conduction coupled with
radiative emission. Figure 5(b) illustrates the absolute error and relative error between the temperature histories
calculated from both methods. It can be noted that the maximum absolute error and maximum relative error between
the two methods are below 8 K and 1.2%, respectively. The low-temperature gradients due to slower heating time cause
the difference in the temperatures between the methods to be minimal.

It can also be seen that the average deviations measured through RMS error and relative maximum norm errors of
temperatures predicted by the coupling scheme are very low due to small temperature gradients. The values for RMS
error and relative max norm error for different TC points are listed in Table 3.

It should be noted that the solutions as shown in Figs. 3, 4, and 5 show excellent agreement between temperatures
predicted by pure conduction and conduction coupled with radiative emission methods. The differences between the
temperature histories of both methods are due to high-temperature gradients. It was also observed that high temperatures
in the arc-jet heating case ( III.B.2) also cause differences in the results. The radiative part of the effective thermal
conductivity is computed by applying Rosseland approximation [24–26] to the fiber-to-fiber re-radiation problem. The
approximation assumes that the medium is optically thick and isotropic. At high-temperature gradients, the medium is
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Table 3 Error analysis between temperature histories at the thermocouple locations for space shuttle entry case

x, cm RMS Error, K Relative max norm error, %
1.00 1.63 0.35
2.00 3.92 0.71
3.00 4.98 0.94
4.00 4.90 0.99
5.00 4.53 0.95

not isotropic in nature, which makes the approximations invalid [27, 28]. Therefore, the 𝑘eff does not provide accurate
values at large temperature gradients. Thus, the differences in the temperature histories for huge temperature gradients
are due to inaccurate predictions from the pure conduction scheme. The other source of discrepancy between the results
from both methods is high temperatures. The values of 𝑘𝑠+𝑔 for LI-900 were derived numerically through calibration by
Marschall et al. [27]. At a specific temperature and pressure, ∇ · qrad is calculated, and 𝑘𝑠+𝑔 is determined by comparing
radiation source term with pure conduction values. However, it was found that the uncertainty of these calibrated values
increased with an increase in temperature. Therefore, the coupling scheme computes inaccurately at high temperatures
due to erroneously calibrated 𝑘𝑠+𝑔 values that lead to differences between the results.

To avoid inaccurate predictions of temperatures at large temperature gradients, the conduction coupled with radiative
emission scheme is suggested over the pure conduction scheme. However, to prevent discrepancies in the results at high
temperatures, the time-dependent temperature profiles, to be given as a boundary condition to the heating surface, for all
the verification cases presented hereafter will be constrained to be below or around 1200 K.

C. 3D Block
The verification is performed on a Block mesh with dimensions of 1.25 cm, 0.625 cm, and 0.2 cm in 𝑥-, 𝑦-, and

𝑧-direction, respectively. The schematic of the 3D block test case is presented in Fig. 6. The boundary conditions for
the radiant heating case, as given in Section III.B.1, are used to simulate the thermal response of the 3D Block. The
temperature history at the heating surface and the constant temperature condition at the wall are illustrated in Fig. 6.
Also, the mesh of the 3D Block, along with the TC locations, is presented in Fig. 6. The coordinates of TC locations are
given in Table 4.

Table 4 Virtual thermocouple locations for 3D Block sample

TC# Coordinates, m
1 (0.00000, 0.0030, 0.00150)
2 (0.00100, 0.0030, 0.00150)
3 (0.00300, 0.0030, 0.00150)
4 (0.00500, 0.0030, 0.00150)
5 (0.01250, 0.0030, 0.00150)

Figures 7(a) and (b) show the temperature contours for pure conduction as well as conduction coupled with radiative
emission at the end of the heating period, respectively. It can be seen that the temperature contours for both methods are
virtually identical, with an absolute error between the two methods at the end of the heating period being below 14 K, as
shown in Fig. 7(c). The radiation source term contour at the end of the heating period is presented in Fig. 7(d). It can be
seen that the radiation source term increases along the sample length and is maximum at the location where the relatively
cold surface is receiving the heat. The animation of the complete simulation is provided in the Supplementary Material.

It can be noticed from Fig. 7(d) that the magnitude of the radiation source term increases from a negative to a
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Fig. 6 Schematic of 3D Block test case

positive value in the direction of heat transfer. The radiation source term depicts a balance between the absorption and
emission of heat energy. The regions near the heating surface reach a steady-state temperature. The material emits heat
at these places, so the radiation source term is negative in value. On the other hand, the material absorbs heat at places
where heat transfer occurs, indicating a positive value for the radiation source term. This behavior is observed for all the
verification cases presented in this work.

To understand the thermal-response behavior in more detail, the temperatures predicted by both methods and their
difference (both absolute and relative) at the TC locations are plotted as a function of heating time and are presented
in Fig. 8. It can be observed that the temperature histories match well with the maximum absolute error below 40 K
and maximum relative error below 4% between the two methods, respectively. These maximum errors occur due to
high-temperature gradients. These histories and errors are also similar to those for the 1D case shown in Figure 3.

The RMS error and relative max norm error for various TC locations within the sample are presented in Table 5.
The average deviation results in the form of RMS error are higher when compared to ones in Section III.B.1 which
indicate that the results of the high-temperature gradient have more discrepancy for a 3D sample when compared to a
1D one. However, the relative max norm error shows the accuracy of temperatures predicted by the coupling scheme
when compared with pure conduction ones.

Table 5 Error analysis between temperature histories at the thermocouple locations for 3D Block sample

TC# RMS Error, K Relative max norm error, %
2 16.40 3.30
3 18.04 2.75
4 11.35 1.68
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(a) Temperature contour for pure conduction (b) Temperature contour for conduction coupled radiative emission

(c) Absolute error between temperatures (d) Radiation source term

Fig. 7 Temperature and radiation source term contours for pure conduction and conduction coupled radiative
emission for 3D Block case at the end of heating time
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Fig. 8 Comparison between pure conduction and conduction coupled with radiative emission for 3D Block case
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D. IsoQ Sample
A 2D IsoQ sample is considered for performing the verification. The IsoQ sample test case schematic is presented

in Fig. 9. The heating surface of the sample is heated from 300 K and 1 atm to time-dependent temperature profiles in 5
seconds and remains constant for the rest of the heating time. The wall of the sample is assumed to be adiabatic and
impermeable. The temperature profiles imposed on the heating surface as a function of heating time are shown in Fig. 9.
The TC locations and mesh of the sample are also presented in Fig. 9. The virtual TC locations for the IsoQ sample
were taken from Weng et al. [19] for the verification study. The coordinates of TCs are listed in Table 6.

BC: 𝑇 = 𝑇(𝑥, 𝑡)
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Fig. 9 Schematic of 2D IsoQ test case

The temperature contours, a contour of the temperature difference between the methods, and a radiation source term
contour at the end of the heating period are shown in Fig. 10 for the IsoQ sample. The temperature contours are visibly
similar for the two methods. The absolute error between the temperature contours shows a maximum value of around 45
K that occurs at the shoulder region, as seen in Fig. 10(c), and is due to the high-temperature gradients at that location.
The radiation source term is in the form of a patch across the region where the relatively colder surface is receiving the
heat, as can be seen in Fig. 10(d). The animation of the complete simulation is provided in the Supplementary Material.

To quantify the difference of temperatures between the methods, the temperature histories at different TC locations,
and absolute and relative error in the temperatures between the two methods are illustrated in Fig. 11. The TC locations
are given in Table 6. Figures 11(a) and (b) represent the temperature histories for TCs along the stagnation line and
in-depth ones, respectively. The absolute and relative error in temperatures between the two methods are presented
in Fig. 11(c). The temperature histories for both methods match well, with the maximum absolute and relative error
between the methods being around 20 K and 3%, respectively. These maximum values are attributed to high-temperature
gradients caused during the heating period.

The low magnitude of RMS errors and relative max norm errors for different TC locations, as shown in Table 7,
indicate the accuracy of the coupling scheme in computing temperatures for a 2D sample.

18



Table 6 Virtual thermocouple locations for IsoQ sample

TC# Coordinates, m
1 (0.00000, 0.00000, 0.0)
2 (0.00381, 0.00000, 0.0)
3 (0.00762, 0.00000, 0.0)
4 (0.01143, 0.00000, 0.0)
5 (0.01542, 0.00000, 0.0)
6 (0.02286, 0.02540, 0.0)
7 (0.02286, 0.03810, 0.0)
8 (0.02286, 0.04445, 0.0)
9 (0.03048, 0.04445, 0.0)

Table 7 Error analysis between temperature histories at the thermocouple locations for 2D IsoQ sample

TC# RMS Error, K Relative max norm error, %
2 9.95 2.63
3 4.90 2.17
4 1.32 1.02
5 0.22 0.18
6 0.02 0.02
7 0.49 0.41
8 2.56 1.39
9 3.02 1.29
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(a) Temperature contour for pure conduction (b) Temperature contour for conduction coupled radiative emission

(c) Absolute error between temperatures (d) Radiation source term

Fig. 10 Temperature and radiation source term contours for pure conduction and conduction coupled radiative
emission for IsoQ sample at the end of heating time
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Fig. 11 Comparison between pure conduction and conduction coupled with radiative emission for IsoQ sample
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E. Stardust Return Capsule
The coupling scheme is applied to the Stardust sample return capsule (SRC) heat shield. The schematic used for the

verification case is presented in Fig. 12. A temperature profile as a function of heating time is given as the boundary
condition at the heating surface. The heating starts at 298 K and 0.01 atm, and the temperature profile at the front
surface increases linearly until 8 seconds and remains constant thereafter, as shown in Fig. 12. The temperature profile
is the modified version of a steady profile that the Stardust capsule achieves when exposed to heat flux corresponding to
𝑡 = 34 s of its travel [32]. The back surface is set to be adiabatic and impermeable. A modified version of Stardust
mesh for the simulation is reconsidered [20], which is illustrated in Fig. 12 along with the TC locations. The virtual TC
locations correspond to the ones used by Weng et al. [20]. The coordinates of TCs are given in Table 8.
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Fig. 12 Schematic representation of Stardust heat shield

The temperature contours, a contour illustrating the difference in temperatures of both methods, and a radiation
source term contour at the end of the heating period are presented in Fig. 13. The temperature contours, as seen in
Figs. 13(a) and (b), appear similar for both methods. The absolute error between the temperatures of both methods
is noted to be high along the shoulder due to the large temperature gradients with the maximum value around 72 K
as shown in Fig. 13(c). Similarly, Fig. 13(d) shows the contour of the radiation source term, which is higher near the
shoulder location. The animation of the complete simulation is provided in the Supplementary Material.

The temperature histories of both methods and their differences are plotted to quantify the accuracy of the coupling
scheme. Figure 14 illustrates the temperature histories and differences in temperatures between the methods as a
function of heating time for various TC locations. The TC location coordinates are given in Table 8. The temperature
histories for TCs along the stagnation line and the shoulder are presented in Figs. 14(a) and (b), respectively. The
temperature histories of the two methods match satisfactorily. The absolute and relative errors between the temperatures
of the two methods are presented in Fig. 14(c). It can be seen that the maximum absolute and relative error between the
temperatures at different TCs are around 70 K and below 10%, respectively. These maximum values are caused due to
high-temperature gradients that affect the temperature predictions using the pure conduction scheme within the shallow
regions of the heating surface.
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Table 8 Virtual thermocouple locations for Stardust entry capsule

TC# Coordinates, m
1 (0.0000, 0.0, 0.0000)
2 (0.0000, 0.0,−0.0020)
3 (0.0000, 0.0,−0.0040)
4 (0.0000, 0.0,−0.0080)
5 (0.0000, 0.0,−0.0300)
6 (0.1969, 0.0,−0.0899)
7 (0.2861, 0.0,−0.1425)
8 (0.3753, 0.0,−0.1950)

(a) Temperature contour for pure conduction (b) Temperature contour for conduction coupled radiative emission

(c) Absolute error between temperatures (d) Radiation source term

Fig. 13 Temperature and radiation source term contours for pure conduction and conduction coupled radiative
emission for Stardust entry capsule at the end of heating time

23



 200

 400

 600

 800

 1000

 1200

 1400

 0  2  4  6  8  10  12  14  16

T
em

pe
ra

tu
re

, K

Time, s

Pure Conduction
Conduction + Radiative Emission

TC 1

TC 2

TC 3

TC 4

TC 5

(a) Temperature histories at various locations within the sample (TC#
1–5)

 296

 298

 300

 302

 304

 306

 308

 310

 0  2  4  6  8  10  12  14  16

T
em

pe
ra

tu
re

, K

Time, s

Pure Conduction
Conduction + Radiative Emission

TC
 6

TC 7

TC 8

(b) Temperature histories at various locations within the sample (TC#
6–8)

-10

 0

 10

 20

 30

 40

 50

 60

 70

 80

 0  2  4  6  8  10  12  14  16
-4

-2

 0

 2

 4

 6

 8

 10

A
bs

ol
ut

e 
er

ro
r,

 K

R
el

at
iv

e 
er

ro
r,

 %

Time, s

TC 2
TC 3
TC 4
TC 5
TC 6
TC 7
TC 8

Solid lines - Absolute error
Dashed lines - Relative error

(c) Absolute and relative errors of temperature between two methods
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The RMS error and relative max norm error at different TC points are presented in Table 9. The RMS error at
TC#2 is very high when compared to other thermocouple locations due to the effect of large temperature gradients.
The relative max norm error for various TC points is satisfactory, indicating the accuracy of the coupling scheme in
predicting the temperatures when compared with the pure conduction scheme.

Table 9 Error analysis between temperature histories at the thermocouple locations for Stardust entry capsule

TC# RMS Error, K Relative Max norm, %
2 46.40 8.10
3 6.16 3.19
4 3.96 2.95
5 0.00 0.00
6 1.64 1.18
7 0.98 0.67
8 0.73 0.49

It can be seen from the verification study that temperature profiles as a function of heating time were given
as boundary conditions at the heating surface. When a heat flux is provided as a boundary condition, the heating
surface temperatures are extrapolated from the heat conduction equation. Since the two methods use different thermal
conductivity’s

(
𝑘eff and 𝑘𝑠+𝑔

)
, the extrapolated temperatures are distinct. Since Eqs. (15) and (16) are boundary-value

problems, different temperatures at the boundary would result in different solutions.
As stated before, it was observed that at higher temperatures, the coupling scheme furnishes inaccurate values of

temperatures due to uncertainty in calibrated 𝑘𝑠+𝑔 values. In order to run the simulations at higher temperature profiles,
it would be necessary to re-calibrate 𝑘𝑠+𝑔 values to refrain from extrapolation.

IV. Laser Ablation
In this section, the material response to the laser heating is simulated using both pure conduction and conduction

coupled with radiation emission schemes. Unlike Section III, the temperature histories predicted by the two methods
would differ due to a spectral heat flux boundary condition. Simulations are performed to study the thermal response
behavior when the material is irradiated by the lasers used in White [7] experiments. Additionally, the role of the
absorption coefficient of the material is investigated by comparing the thermal-response behaviors of the material when
irradiated by various types of lasers and modified optical properties. The simulations solve both energy and mass
decomposition equations.

A. Material-response due to laser heating
Laser heating simulations are performed by mimicking the experiments conducted by White [7] to understand

the spectral contribution of the radiative heat flux. White [7] used Fiber and CO2 lasers of wavelengths 1.07 µm and
10.6 µm, respectively, for heating various charring fibrous materials. The samples were exposed to lasers for 30 seconds
at a constant heat flux of 115 W/cm2. It should be noted that the simulation focuses on only the material response part
of the experiment. Also, the experiments were conducted on carbon fiber felt, silica fiber felt, and glass-fiber-based
materials. Due to the unavailability of thermophysical and optical properties for the materials used in the experiments,
an amalgamated material is used for the simulation. The thermophysical properties of TACOT, a fictitious material
replicating the properties of PICA [33], are used for the simulations. On the other hand, the optical properties of the
LI-900 are assumed for the material. Therefore, the material in total is a combination of two different materials. It
should be noted that though this amalgamated material does not exist, it is expected that the behavior observed would
follow a general trend. Since only the material response part is focused and none of the experimental sample material
properties are used for the simulations, no comparisons of numerical predictions with the experimental ones were made.
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A sample of 2 cm long is considered. A schematic of the laser heating test case is presented in Fig. 15. The sample
at 300 K starts heating up due to the laser heat flux imposed on the front surface. Three simulations were run: one

Laser 𝑞̇
, 𝜆

Adiabatic wall

Heating surface

𝑞̇ - Laser power
𝜆 – Laser wavelength

Fig. 15 Schematic of Laser heating test case

with pure conduction and the other two with conduction coupled with radiative emission for the two laser wavelengths.
Since the available thermal conductivity table for TACOT was that of 𝑘eff, the coupling scheme was performed by
accounting for the conduction with 𝑘eff and radiation with RTE but by assuming the Planck function to be zero. As
stated before, the simulations solve both mass and energy equations for density decomposition and heat transfer through
solid, respectively. A Neumann boundary condition at the heating surface and a Marshak boundary condition at the wall
is applied to the RTE. A wavelength range from 0.1 µm to 100 µm and 101 wavelength intervals are chosen for the
conduction coupled with radiative emission simulations.

The temperature and solid density histories as a function of heating time are presented in Fig. 16. The absorption
and extinction coefficients (𝜅𝜆, 𝛽𝜆) of the material for CO2 laser wavelength and Fiber laser wavelength are given in
Table 10. It should be noted that the material has higher absorption and extinction coefficients for CO2 laser wavelength
when compared to the Fiber laser wavelength. The higher magnitudes of these coefficients imply that the energy is
absorbed within a thin layer of the material. On the other hand, the lower values of these coefficients indicate that the
energy is deposited deep inside the sample leading to a different heat transfer response. In Fig. 16(a), it can be seen that
the temperature histories for pure conduction and CO2 laser is higher at the surface when compared to Fiber laser. The
internal temperature histories for pure conduction and CO2 laser also follow the same trend. However, the temperature
histories within the material irradiated by the Fiber laser are higher compared to the other two cases. Since the internal
temperatures are higher for the Fiber laser case, the rate of decomposition of the solid is also higher when compared to
the other two methods, as can be seen in Fig. 16(b).

Figure 17 shows the temperature and solid density distribution along the sample length at the end of the heating
period. It can be observed that the internal temperature distribution for the Fiber laser is higher when compared to
the other two cases. Similarly, due to comparatively higher temperature distribution, the decomposition of the solid
is higher within the material for the Fiber laser case, as illustrated in Fig. 17(b). The animation comparing all three
simulations is provided in the Supplementary Material.

The extent to which the energy is deposited in the sample irradiated by two lasers is shown in Fig. 18. The energy
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Fig. 16 Temperature and solid density histories as a function of laser heating time
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(a) Temperature profiles at various locations within the sample

(b) Density profiles at various locations within the sample

Fig. 17 Temperature and solid density profiles along the sample at the end of laser heating time
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Table 10 Optical properties of LI-900 based for various lasers

Laser Wavelength (𝜆), µm (𝜅𝜆, 𝛽𝜆), cm−1

Hydrogen 0.123 (99.00, 177.40)
Argon Ion 0.5145 (0.1627, 59.83)

Fiber 1.07 (0.1211, 69.85)
CO 5.5 (9.5520, 45.91)
CO2 10.6 (15.18, 233.20)

absorbed is within a thin layer from the heating surface when irradiated by the CO2 laser, whereas the deposition of the
energy goes deeper when irradiated by Fiber laser as expected. These simulation results confirm the behavior observed
from the experimental results.

Fig. 18 Radiation source term for two laser simulations along the sample at the end of laser heating time

B. Role of the absorption coefficient
The extent to which the energy gets absorbed within the material is depicted in Fig. 18. It can be observed that the

laser travels through the material until its energy is totally absorbed. The region between the heating surface and the
location at which the energy is totally absorbed (or the end of the sample in case the energy is not totally absorbed)
appears as a layer. In order to investigate this phenomenon further, known laser wavelengths, as given in Table 10,
are used, and the simulations are run. Figure 19 shows the results of the simulations. It can be seen that the thickness
of the layer in which energy is absorbed within the material is inversely proportional to the absorption coefficient. It
is interesting to note that the wavelength of the laser dictates the thickness of the layer through which energy will be
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absorbed within the material.

Fig. 19 Radiation source term for different types lasers along the sample at the end of laser heating time

In order to understand the role of the absorption coefficient in more detail, the current optical properties of LI-900
were multiplied by 100, and the simulations were run for both Fiber and CO2 laser wavelengths. It can be seen from
Fig. 20 that the temperature histories when irradiated by Fiber and CO2 lasers match each other and follow the pure
conduction with a minute difference. With high absorption coefficients, the energy is consumed within a thin layer at
the surface. The same behavior can be observed for low absorption coefficients where the energy is deposited deep
inside instead of at the surface.

V. Conclusion
A coupling scheme between the material response code KATS-MR and a radiative transfer equation (RTE) solver

was constructed to study the effects of radiation transport within ablative materials. A P-1 approximation model is used
to compute RTE. Verification of RTE was performed by comparing the numerical result with an analytical solution.
The verification of the coupling scheme was performed by comparing the temperature histories of pure conduction
simulation with conduction-coupled radiative emission simulation. The cases considered for verification study are
Marschall et al. cases, 3D Block, 2D IsoQ sample, and the Stardust entry capsule. The predicted temperatures between
the two methods show good agreement, with the difference mainly occurring due to high-temperature gradients. Laser
ablation simulations were run mimicking the White [7] experiment, and the response of the material to laser heating was
studied. The simulation results confirm the behavior noticed from the White [7] experiments.

The results from the verification study indicated that the thermal response could be simulated accurately with the
coupling scheme. The verification conducted on multidimensional meshes implies the high robustness of the coupling
scheme. The laser ablation simulations numerically confirm the experimental observations of White [7] and conclude
that the spectral radiative heat flux could impact the material response of fibrous materials that have low spectral
absorption coefficients at the corresponding wavelength. In light of the results obtained with the efficient coupling
scheme presented here, the next step is to study the impact of shock layer radiation on the material response.
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