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A B S T R A C T

With the continuous breakthrough in span and the application of lightweight and high-
strength materials, bridge structures have become increasingly flexible, highlighting the
issue of wind-induced vibrations. Among them, vortex-induced vibration (VIV) occurs
under frequent wind conditions and is difficult to avoid entirely. This article first briefly
reviews the research on bridge VIV from three perspectives: mechanism and modeling,
monitoring and perception, and control and utilization. Subsequently, the focus is concen-
trated on the intelligent perception and prediction of bridge VIV, presenting an integral
methodology system including (a) Real-time identification of VIV based on the features of
structural responses; (b) Online tracking of structural state parameters when VIV occurs;
(c) Assessment of driving comfort and safety during VIV based on vibration level and
field of view; (d) Prediction of VIV driven by data rules and dynamical model. This
technical framework covers the whole chain consisting of VIV prediction, identification,
tracking, and evaluation, which can provide timely data support for bridge management
and maintenance. The article utilized the VIV events of two long-span suspension bridges
to demonstrate the effectiveness of the proposed methods. And some of these methods
have been applied to construct a VIV monitoring system for one of the bridges and have
achieved sound effects. This paper offers a relatively comprehensive technical framework
and practical experience for VIV perception and prediction of long-span bridges and other
engineering structures or components prone to VIV, such as cables, high-rise buildings,
and offshore wind turbines.

1. Introduction
Vortex-induced vibration (VIV) is a common phe-

nomenon observed in engineering practices, particu-
larly in slender and flexible structures or components,
such as the main girder [1, 2, 3, 4, 5, 6, 7, 8, 9]
and cables [10, 11] of long-span bridges, chimneys
[12], towers [13], wind turbines [14, 15, 16], marine
risers [17, 18], floating tunnels [19]. From the me-
chanical perspective, VIV can be regarded as a su-
percritical Hopf bifurcation [20, 21], characterized by
stable limit cycles. In other words, this type of vibration
exhibits self-limiting behavior and will not directly
cause structural collapse. Nevertheless, frequent and
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sustained large-scale vibrations pose a risk of exac-
erbating structural fatigue damage and affecting the
usage performance and even functionality of structures.
For instance, as for bridges, significant VIV not only
impacts the driver’s experience [22, 23] but also has the
potential to necessitate traffic restrictions on the bridge
deck [4, 3, 2], thereby impeding the normal operation
of economic and social activities.

The studies on bridge VIV broadly encompass the
following aspects: (1) elucidating the underlying mech-
anism of VIV and establishing models of the force
caused by vortex excitation; (2) monitoring VIV oc-
currences and gaining insights into the structural con-
dition; and (3) implementing strategies for mitigating
large-amplitude VIV response and harnessing the en-
ergy it generates.
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1.1. Mechanism and modeling of VIV
The general principle of VIV is well-known and

can be described as follows: Under certain flow con-
ditions, flow separation leads to the formation of al-
ternating vortex shedding (known as the Von Kár-
mán vortex street) and the generation of corresponding
vortex-induced forces (VIFs) acting on the structure.
Simultaneously, due to the fluid-structure interaction
(FSI), resonance occurs when the shedding frequency
of vortices approaches a certain order of structural
frequency (lock-in), triggering significant self-excited
vibrations. However, to reveal the VIV mechanism of
a bridge with the specific structural type and cross-
sectional shape, thorough investigations of conditions
leading to vortex shedding, vortex occurrence loca-
tions, and vortex evolutionary process are necessary,
which are crucial for providing theoretical guidance on
suppressing VIV.

During structural design, it is usually to enhance
the aerodynamic performance of the structure through
optimizations of section configuration and implemen-
tations of constructional measures, aiming at inhibit-
ing or disrupting the formation and development of
vortices. And as a result, the probability of VIV oc-
currence can be reduced, and the peak amplitude of
VIV response can be mitigated [24]. The design is a
trial-and-error process that requires (numerical) wind
tunnel tests for verification. Computational fluid dy-
namics (CFD) provides an economical and convenient
means for precise and rapid VIV simulation and for de-
sign verification. Frandsen [25] used the finite element
method (FEM) and discrete vortex method (DVM) to
numerically simulate the VIV of the Great Belt East
suspension bridge in Denmark. The results showed that
flow separation occurred at the leading edge, convert-
ing downstream along the surface of the main beam
and alternately shedding in the wake. Lima et al. [26]
investigated the effects of attachments (handrails, crash
barriers, wind barriers, and maintenance railings) on
the aerodynamic characteristics and VIV responses of
a twin-box girder through experimental models. The re-
sults demonstrated that attachments would cause large
leading flow separation. Wu et al. [27] measured the
wind pressure, structural response, and wake during
VIV through wind tunnel tests, and compared the sec-
tional wind pressure distribution and the frequency
characteristic of vortex shedding under different com-
binations of auxiliary components.

Establishing accurate mathematical models for VIF
is the prerequisite for reliable prediction of VIV re-
sponse. In the 1980s and 1990s, Scanlan et al. pro-
posed the linear empirical model [28] and the non-
linear empirical model [29]. The latter can simulate
the characteristics of self-excitation and self-limiting
of VIV by introducing a nonlinear aerodynamic damp-
ing force (expressed as the product of displacement
squared and velocity). On this basis, Larsen introduced
a shape parameter to adjust the order of nonlinear
aerodynamic damping force (expressed as the product
of displacement to any power and velocity), propos-
ing a generalized nonlinear empirical model. These
empirical models are formally equivalent to the Van
der Pol-type oscillator [30]. Zhu et al. revealed the
limitations of Scanlan and Larsen’s models in certain
bridge sections, such as closed box deck and cen-
trally slotted box deck. They proposed that the non-
linear aerodynamic damping force term should pri-
marily depend on velocity rather than displacement
and introduced a cubic velocity term [31, 32, 33].
Building upon this insight, they developed a more
general VIF model represented as a complete higher-
order bivariate (velocity, displacement) polynomial. In
practice, a simplified model is derived by ignoring non-
dominant force terms [34, 35], which shares a similar
form with the Duffing oscillator. The parameters in the
above models are generally determined through wind
tunnel tests. In addition, Wu and Kareem employed
the truncated Volterra series [36] to simulate the VIF,
which also captures the typical characteristics of VIV
[37, 38]. Xu et al. [39] utilized the Volterra theory-
based reduced-order modeling technique to simulate
the fluid-structure coupling of the bridge deck under
VIV. The kernel of the Volterra series was identified
from the input-output pairs of CFD calculations using
the least squares method (LSM) and considering the
kernel’s sparsity.

In recent years, there has been considerable re-
search interest in the direct discovery of physical laws
or governing equations from data [40, 41, 42, 43, 44].
These approaches belong to a kind of regression model
for data fitting. Li et al. [45] applied the sparse iden-
tification of nonlinear dynamics (Sindy) algorithm to
discover the time-varying dynamical equation from
measured wind speed and acceleration data. Moreover,
Ma et al. [46] employed the Sindy algorithm to identify
the nonlinear aerodynamic force of the quasi-flat plate,
incorporating group sparsity regularization to account
for the fact that control equations in similar cases share
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the same form. They showed that regularization en-
hances the accuracy and reliability of the identification
results.

The realistic mechanism of VIV will be compli-
cated due to the individual cross-sectional form exhib-
ited by the bridge and the changing flow field. Thus,
a generic expression of the VIF model may contain
multiple force terms spanning a wide range of orders
and characterized by sparse coefficients, where the
distribution and values of these coefficients are contin-
gent upon the specific circumstances. In light of this,
the data-driven method is equivalent to the parameter
identification of time-varying systems and is highly
adaptable. Such an approach is beneficial to revealing
underlying laws from the detailed depiction of histor-
ical data. But it is hard to make long-term predictions
for the current dynamic system. Conversely, empirical
models offer a more generalized perspective and can
give rough estimates of the system evolution, which is
very important in some scenarios.

1.2. Monitoring and perception
At the design stage, although a series of measures

were taken to suppress the VIV response and ensure
compliance with the standards, long-span bridges still
experience VIV with excessive amplitude in reality.
The reasons behind this may be: Firstly, due to the com-
plexity and variability of the VIV occurrence mech-
anism, the passive structural measures adopted in the
design phase cannot cope with all possible triggering
factors of VIV. Secondly, the cross-sectional configura-
tion of the structure may undergo unexpected changes
during operation, leading to unfavorable aerodynamic
profiles. These changes may result from modifications
to the attachments of the bridge, the influence of mov-
ing vehicles/convoys on the bridge deck, and the un-
certainty of the cross-sectional attitude. For example,
in May 2020, the Humen Bridge in China experienced
VIVs due to the disruption of the streamlined aerody-
namic shape of the main girder caused by the temporary
placement of water horses on the bridge deck, resulting
in a maximum amplitude of approximately 0.3 m [3, 2].
Similarly, in October 2014, the Yi Sun-sin Bridge in
South Korea encountered VIVs due to the reduction of
the aerodynamic performance caused by the temporary
covering of the guardrail with a curtain used for main-
taining and curing the epoxy-coated road surface that
just replaced, leading to a maximum amplitude of 0.52
m [6]. Additionally, because the standard concentrates
on transient behavior, much large amplitude (but still
lower than the threshold) VIVs are allowed. However,

once the VIV develops and reaches a stable stage, such
significant vibrations will persist for quite a long time,
ranging from tens of minutes to hours, and therefore
deserve sufficient attention. Table 1 lists some notable
VIV events of long-span bridges worldwide.

For bridges in operation, structural health monitor-
ing (SHM) technology [51, 52, 53] provides a means
to identify VIV and track the structural status in real-
time, thereby enabling bridge managers to respond
to VIV events promptly and scientifically. At present,
many long-span bridges have been equipped with SHM
system [54, 55, 56, 57], which generally includes the
measurement of acceleration, wind speed, and other
contents, sufficient to meet the requirements of mon-
itoring VIV. On this basis, many scholars have studied
VIV utilizing field and full-scale measurements.

Li et al. [58] proposed a fast clustering algorithm
to identify VIV events from long-term monitoring
datasets, where acceleration amplitude and frequency
ratio were selected as features for clustering. Huang
et al. [59] introduced an automatic method for iden-
tifying VIV responses based on the random decrement
technique (RDT). The authors found that the RDT-
processed acceleration data exhibited different charac-
teristics between VIV and regular random vibrations
and defined a peak coefficient of variation as the
threshold to distinguish these two responses. Xu et al.
[60] performed a detailed analysis of wind field and
vibration acceleration data measured from a suspension
bridge from 2014 to 2016. They finally selected four
parameters, namely average wind speed, wind direc-
tion, the root of mean squares (RMS) of acceleration,
and frequency ratio, to construct the criterion for
determining VIV occurrence. The identification rate
was 89% on the test of monitoring data in 2017. Zhao
et al. [7] proposed a rapid warning method for bridge
VIV driven by multi-source monitoring data. Dan and
Li [50] utilized the uni-modal characteristics of VIV
response and proposed an index using recursive Hilbert
transform, which can indicate the development status of
VIV in real-time and calculate key parameters such as
instantaneous frequency, phase, and amplitude during
VIV. Lim et al. [61] trained a deep neural network
(DNN) using labeled datasets to classify vibration
responses and detect the occurrence of VIV. Zhang
et al. [62] observed the VIV of a long-span suspen-
sion bridge using non-contact sensing measurements
such as microwave radar, optical camera, and video
equipment. They determined the features between the
bridge dynamical characteristics and VIV responses,
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Table 1
Summary of some VIV events of long-span bridges (a certain VIV event for each bridge).

Bridge Type MS (m) Time D (h) A (m) F (Hz) WS (m/s)

Trans-Tokyo Bay Crossing Bridge, Japan I 2×240 Jul, 1995 [5] ≈1 0.54 0.340 13∼18

Second Severn Crossing Bridge, UK II 456 Dec, 1996 [47] ≈2 0.22 0.326 15∼20

Great Belt Bridge, Denmark III 1624 Apr, 1998 [48] ≈1 0.25 0.130 4∼12

The Second Jindo Bridge, South Korea II 344 Apr, 2011 [49] ≈2 0.19 0.438 9.8∼11.5

Volgograd Bridge, Russia I 7×155 May, 2010 [4] ≈4 0.36 — 11.6∼15.6

Xihoumen Bridge, China III 1650 2011∼2014 [9] ≈3 0.17 0.327 10.2∼12

Yi Sun-Shin Bridge, South Korea III 1545 Oct, 2014 [6] ≈2 0.52 0.318 5.3∼7.0

Yingwuzhou Bridge, China III 2×850 Apr, 2020 [7] ≈1 — 0.244 5∼10

Humen Bridge, China III 888 May, 2020 [50] ≈2 0.12 0.227 2.5∼7.5

a Type: I for continuous bridge, II for cable-stayed bridge; III for suspension bridge.
b MS, D, A, F and WS mean Main Span, Duration, Amplitude, Frequency and Wind Speed, respectively.
c — means not clear.

i.e., single-mode vibration and dominant mode switch-
ing. Thus, they proposed a VIV warning scheme based
on vibration frequency and similarity between bridge
configuration and modal shapes. Li et al. [63] presented
a recurrent neural network (RNN)-based deep learning
framework to identify the relationship between VIV
amplitude and wind speed from on-site monitoring
data. They incorporated residual connections in the
network to simulate the ordinary differential equation
(ODE) [64, 65], which gave a kind of dynamics inter-
pretation to the network structure.

In addition, due to the issues such as size effects,
accurately simulating the realistic flow field is chal-
lenging, so wind tunnel tests and numerical simula-
tions cannot reflect the VIV in full fidelity. The field
measurements of the full-scale bridge are effective
supplements to investigating the mechanisms of VIV
and validating the accuracy of empirical VIF models.
Li et al. [9] studied 37 VIV events observed in a twin-
box girder suspension bridge and discovered that apart
from wind direction and incoming turbulence, the in-
homogeneity of the wind field along the span direction
of the bridge is also a key factor affecting the VIV of
the full-size bridge. For the same bridge, Zhu et al. [66]
compared the VIV responses of the prototype bridge
calculated by their proposed empirical VIF model with
that measured in the field, and the study indicated that
turbulence could efficiently suppress VIV responses in
low-frequency mode, and the nonuniform distribution
of the mean wind speed can also help reduce VIV

responses. However, the impact of the nonuniform
distribution of turbulence is negligible. Liu et al. [67]
introduced a Bayesian inference method to identify the
VIF parameters from the field measurements, which
obtained more accurate estimates than wind tunnel
tests.

SHM system also provides a way to handle VIV
and evaluate the corresponding effects. Ge et al. [2]
and Zhao et al. [3] utilized monitoring data to conclude
that the primary cause of sustained VIV in Humen
Bridge was the reduction of mechanical damping, and
thus decided to install a tuned mass damper (TMD)
to improve the structural damping performance. And
subsequently, a significant decrease in VIV amplitude
was observed. Kim et al. [68] conducted a comparative
analysis of VIV responses and damping ratios before
and after the installation of a multiple TMD (MTMD)
for a cable-stayed bridge affected by VIVs, to assess the
suppressive effect of MTMD.

1.3. Control and utilization
Once VIV occurs (at this point, all measures taken

in the design stage failed), the amplitude gradually
grows until it stabilizes. Unless marked changes appear
in the flow field, it is difficult for the vibration to
naturally subsides. In order to ensure structural safety
and maintain smooth traffic flow, active or passive
control of the VIV is necessary. For the VIV control
of existing bridges, there are two main ideas. One is to
modify the local flow field around the bridge to prevent
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energy input, such as by increasing or retrofitting the
auxiliary facilities [69, 70] and employing suction/jet
devices [71, 72, 73]. The second is to help the structure
dissipate energy, such as installing TMD [74, 75, 76].

Xin et al. [69] proposed an inclined railing with
improved pillars inspired by passive vortex generators
(PVG). The flow vortices developed downstream of the
PVG pillar can trigger the three-dimensional instability
of the wake, preventing the shear layer from getting
involved in a mature vortex street. Based on the same
principle, Zhan et al. [70] proposed a new passive
control device called wave railing to mitigate the VIV
response of a single-box girder. Xue et al. [71] proposed
an active flow control method, the external suction and
blow method, which is achieved by cyclically arranging
suction and blowing devices on the lower surface of
the bridge. Zheng et al. (2021) developed an adaptive
flow control scheme that utilizes a pair of jets placed
at the poles of a cylinder as actuators, combined with
active learning and reinforcement learning for real-time
feedback control. Implicit physics suggests that jets
contain suction during the vortex generation stage and
injection during the vortex shedding stage. Chen et al.
[73] conducted an experimental study to examine the
control effectiveness and potential mechanisms of the
leading-edge suction and trailing-edge jet (LSTJ) of
a box beam with a Reynolds number of 2.08 × 104,
confirming the control effectiveness of LSTJ under
various wind attack angles.

Dai et al. [74] investigated the optimal design of
a Maxwell tuned-mass-damper-inerter (MTMDI) for
mitigating the VIV of bridges. Yu et al. [75] considered
four VIF models and systematically analyzed the influ-
ence of different VIF models on the design of TMDs
for controlling VIV. Dai et al. [77] proposed a tech-
nique for controlling bridge VIV using an active TMD
(ATMD), where the control algorithm is independent
of bridge parameters and allows real-time adjustment
of bridge motion with minimal measurements. Patil et
al. [76] employed multi-objective optimization to find
the Pareto-optimal solution for suppressing VIV using
multiple manners simultaneously, effectively address-
ing the conflict objectives between performance and
cost in a highly nonlinear design space. However, when
controlling VIV, careful attention should be paid to
whether the measures taken would make the structure
inclined to exhibit other wind-induced vibrations, es-
pecially for divergent ones such as flutter [78, 2].

Over recent years, research on energy harvesting
from flow-induced vibrations has gradually progressed

and matured. Researchers have developed various types
of energy harvesters to collect environmental wind
energy, water energy, structure mechanical energy [79,
80, 81, 82, 83, 84], and so on. These energy harvesters
hold promising applications in bridge structures prone
to VIVs. According to the energy conversion mecha-
nisms, energy harvesters are classified into electromag-
netic, piezoelectric, electrostatic, dielectric, triboelec-
tric, and hybrid types. They can not only absorb VIV
energy to reduce vibration but also provide clean power
to the micro-electro-mechanical system (MEMS) and
wireless sensor system of the SHM system. This is a
further development of purely energy-consuming VIV
control. Farhangdoust et al. [85] proposed an efficient
linear and nonlinear energy harvesting system for wire-
less monitoring of a long-span cable-supported bridge.
And the simulation results demonstrated that the cap-
tured energy is sufficient to power the sensors of the
bridge monitoring systems.

1.4. Our work
The reviewed research contents in Sections 1.1∼1.3

are interconnected and are summarized in Figure 1 as
follows: Firstly, the study of VIV mechanisms and VIF
models serves as a guide for designing VIV control
and energy harvesting devices (Figure 1(a) → 1(c)).
Secondly, the monitoring and perception of VIV can
trigger and instruct the controller to act, and the control
effect is evaluated and fed back through the recognition
results of the monitoring system. Additionally, the cap-
tured vibration energy is used to power the monitoring
system (Figure 1(b) ↔ 1(c)). Thirdly, the monitoring
and perception of VIV are employed to verify the
reasonability of structural design and the applicability
of the empirical VIF model. The on-site measurements
can be directly utilized to study the specific causes
of VIV and construct the mathematical model of VIF
(Figure 1(b) → 1(a)). It is evident that the study of VIV
monitoring and perception plays a top-down role in this

research closure:
1(a) 1(b) 1(c)

.
This paper focuses on the monitoring and percep-

tion of bridge VIV. Building partly upon the authors’
previous work [50], we propose a full-process, mul-
tifaceted methodological framework for VIV percep-
tion and prediction. The framework consists of two
main aspects: (1) Real-time identification, tracking, and
evaluation of VIV (perception) based on the measured
acceleration signals. Specifically, we construct an index
for distinguishing VIV events based on the uni-modal
characteristic of VIV responses. We present methods
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Figure 1: Research loop of bridge VIV. (a) Mechanism and modeling. (b) Monitoring and perception. (c) Control and
utilization.

for calculating structural state parameters and assessing
ride comfort and safety during VIV. (2) Probability
prediction of VIV triggered by measured wind speeds.
It includes the VIV occurrence prediction driven by
statistical rules and a neural network and VIV stable
amplitude estimation driven by a dynamical model.
The proposed methods are applied to analyze the mon-
itoring data of two long-span suspension bridges, con-
firming their feasibility and effectiveness. In particular,
the VIV identification and tracking techniques have
been utilized to construct a VIV monitoring system for
one of the bridges. The system has been operating for
nearly two years and successfully identified and tracked
multiple VIV events, providing timely data support for
bridge management and maintenance.

The article is organized as follows: Section 2 pro-
vides a detailed introduction to the methodological
system for monitoring-based VIV perception and pre-
diction. Section 3 examines the effectiveness of the
proposed methods in the context of two actual suspen-
sion bridges and presents the application of the VIV
monitoring system construction for one of the bridges.
Section 4 discusses some relevant issues. Finally, Sec-
tion 5 concludes the whole paper and explores future
research directions.

The main contributions of this paper are:

♩ proposes a comprehensive technical framework
for intelligent perception and prediction of bridge
VIV;
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Table 2
Definitions and characteristics of different periods and moments of VIV division.

Period Moment Definition Main characteristic

A⤎B Pre-VIV Vehicle-induced vibration dominated
B Wind field-locked

BC Embryonic period Vortex-shedding, fluid-structure interaction
C Occurrence of VIV in response

CD Development period Frequency-locked, negative-damping
D Reach a stable state

DE Stable period Input/output balance, zero-damping
E Start to decay

EF Decaying period Energy dissipation, positive-damping
F End of VIV

F⤏G Post-VIV Vehicle-induced vibration dominated

♩ offers specific method implementations for each
functional aspect of the framework, covering
VIV identification, tracking, assessment, and
prediction;

♩ verifies the effectiveness of the proposed meth-
ods using measured data from two long-span
suspension bridges;

♩ builds and deploys a VIV monitoring system
based on the proposed methods on top of the
existing SHM system for one of the bridges.

2. The methodology system of VIV perception
and prediction

2.1. General framework
As shown in Figure 2(a), we divide the time his-

tory of structural response (typically acceleration) into
six different periods according to its features. These
periods are named pre-VIV (A⤎B), embryonic period
(BC), development period (CD), stable period (DE),
decaying period (EF), and post-VIV (F⤏G). The pre-
/post-VIV periods correspond to the non-VIV periods
dominated by vehicle-induced vibrations. The embry-
onic period signifies the formation of specific wind
field conditions, with the onset of vortex shedding and
gradual strengthening of FSI. The development period
means that the vortex frequency has locked in, and the
characteristic of VIV can be detected in the response
signal. The stable period implies zero total damping,
with energy input and output reaching dynamic equi-
librium, forming a limit cycle with a stable amplitude.
The decaying period indicates the disruption of the
equilibrium state, gradual dissipation of accumulated

energy, and restoration of normal vibration levels. Def-
initions and main characteristics of the above periods
and moments are presented in Table 2.

VIV is an abnormal vibration pattern that can
be observed deterministically from the structural re-
sponse. We can judge the occurrence of VIV by uti-
lizing the distinct characteristics exhibited in the struc-
tural response under VIV and non-VIV. On the other
hand, structural VIV does not occur instantaneously.
It happens under specific wind conditions (e.g., ap-
propriate wind speed, attack angle, etc.), where the
environmental wind continuously inputs energy into
the structure due to the periodic vortex shedding and
the fluid-structure coupling effect. This energy input
needs to last for a while to excite the VIV of the
whole bridge. Thus the characteristics of wind will
manifest before that of structural response when VIV
is going to happen, which implies the possibility of
predicting VIV occurrence (result) in advance by mon-
itoring the wind field features (cause). Therefore, as
shown in Figure 2(b), in the framework of VIV percep-
tion and prediction, we propose a structural response-
based VIV identification-tracking-evaluation route and
a wind field-based VIV prediction route. Among them,
the main parts include:

1. VIV identification: During the full-time period
(AG), extract a VIV index from the response sig-
nal in real-time and compare it with the threshold
to determine whether VIV occurs. The purpose
is to detect VIV at its early stage when the
structural vibration level is still relatively small
(moment C).

2. VIV tracking: Once VIV is detected, identi-
fication of modal parameters (e.g., frequency,
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Figure 2: General framework of intelligent perception and prediction of bridge VIV.

damping, modal shape) and status parameters
(e.g., RMS of response, amplitude/phase, dy-
namic configuration) of the structure is carried
out during VIV (CF). These parameters can be
used to guide the control of VIV. For exam-
ple, the frequency and modal order can help
determine the parameter settings for active and
passive control, and the RMS value and ampli-
tude information can provide insights into the
structural motion state.

3. VIV evaluation: Meanwhile, the assessment of
driving on the bridge deck during VIV (CF) is
performed from two aspects: estimate the driv-
ing comfort based on the vibration level of the
structure; evaluate the driving safety in terms
of the driver’s field of view. These rely on the
calculation of the vibration shape of the full
bridge during VIV.

4. VIV prediction: There are two ways to realize
this purpose: The first one, termed long-term
prediction, is to predict the wind speed and di-
rection at the bridge site in the next few hours
(moment A) using meteorological station obser-
vation data such as high-resolution satellite cloud
images. Then compare the predicted wind with
the statistical rule of wind characteristics at the
time of VIV to determine whether VIV is likely
to occur. The second one, termed short-term
prediction, is to employ a neural network model
to predict the trend of the VIV index at the em-
bryonic period (BC) and then judge whether VIV
will occur. In both ways, the stable amplitude
can be calculated by a structural dynamic model.
Currently, long-term prediction faces many chal-
lenges due to the difficulties in obtaining cor-
responding meteorological data, the inadequate
spatial resolution of wind observation stations,
low accuracy in long-range prediction of random
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Figure 3: Execution logic of the proposed framework.

wind fields, and unclear guidance for practical
bridge maintenance. Therefore, this paper only
presents this conceptual route without more spe-
cific discussion.

The logical associations of different parts in the
framework are as follows (Figure 3): In the offline
phase, VIV events are automatically extracted from
the raw monitoring data using the proposed VIV iden-
tification method to build the VIV database (Figure
2(c)). Then utilizing the database to derive the statis-
tical rules of wind field characteristics corresponding
to VIVs, train the neural network model to predict
the trend of VIV indicator, and fit the parameters in
the dynamical model. In the online phase, on the one
hand (left side of Figure 3), calculating real-time wind
field characteristics and using the statistical rule to
determine if the wind locked to the range of VIV. If
so, start the neural network to predict the tendency
of the VIV index. Once the predicted index exceeds
the threshold, it is determined that a VIV will occur.
At the same time, applying the dynamical model to
estimate the stable amplitude will be reached and is-
suing an early warning. According to the prediction
results, take corresponding countermeasures such as
emergency preparedness. On the other hand (right side
of Figure 3), calculate the VIV index in real-time from
the measured accelerations. Once the index exceeds
the set threshold, an occurrence of VIV is confirmed.
Start tracking the key structural state/modal parameters
and evaluating the driving comfort and safety of the

bridge. Then, send an alarm carried with the tracked
and evaluated information to comprehensively taking
the final measures. When each VIV event ends, the VIV
database is supposed to be updated to keep it improved
and up-to-date. In this logical framework, continuous
calculations are required for wind field characteristics
and the VIV index, while the rest of the calculation
tasks are triggered based on the two, which can sig-
nificantly reduce the demand for computing resources.
The methods involved in this technical framework are
described individually in the following sections.

2.2. VIV real-time identification
The core of identifying VIV events from structural

response signals is to construct an index that can accu-
rately distinguish the cases of VIV and non-VIV. Rep-
resent the response 𝑦(𝑡) at a certain measurement point
on the structure as the sum of 𝐾 harmonic components
and assume that the frequency remains constant within
a short time window:

𝑦(𝑡) =
𝐾∑
𝑘=1

𝐴𝑘(𝑡) cos
(
𝜔𝑘𝑡 + 𝜙𝑘

)
+ 𝜖(𝑡), (1)

where, 𝐴𝑘(𝑡) represents the instantaneous amplitude;
𝜔𝑘 stands for the vibration frequency; 𝜙𝑘 denotes the
initial phase; and 𝜖(𝑡) corresponds to the noise. When
VIV occurs, the vibration energy primarily concen-
trates on a specific vibration mode due to lock-in,
resulting in a uni-modal response, i.e., 𝐴̄𝑘VIV

≫ 𝐴̄𝑘oths
.

Here, 𝑘VIV ∈ {1, 2,⋯ , 𝐾} is the index of dominant
VIV mode, whereas 𝑘oths ∈ {1, 2,⋯ , 𝐾} ⧵ 𝑘VIV is the
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index of the other mode, and 𝐴̄𝑘 denotes the average
amplitude over a certain period. Conversely, under
regular environmental excitation (non-VIV period), the
energy distribution of the structural responses spans
multiple modes and is time-varying. Consequently, the
overall structural response manifests as a multi-modal
random vibration.

We have constructed a discriminant index based
on the uni-modal characteristics of VIV response, re-
ferred to as the 𝑅 index [50]. Compared with vibration
energy-based indicators such as RMS of response and
other indicators based on uni-modal characteristics,
the 𝑅 index has the following advantages: simplicity
in calculations, strong universality, independence from
the modal order, structural form, and measurement
point location, and can identify both large-scale and
small-scale VIV. The calculation process is as follows:
(1) obtain the real-time displacement by integrating the
acceleration twice; (2) perform the Hilbert transform
(HT) of the displacement to obtain the analytic signal;
(3) calculate the VIV index using the instantaneous am-
plitude of the analytic signal. To make this paper self-
consistent, the following briefly describes this method
in our previous work [50].

2.2.1. Integration of dynamic displacement
The structural response measured by the SHM sys-

tem is generally acceleration, 𝑎(𝑡). The dynamic dis-
placement, 𝑑(𝑡), can be obtained by integrating 𝑎(𝑡)
twice. Since the initial displacement and velocity are
unknown at the time of integration, baseline calibration
is necessary while also considering the influence of
noise.

The whole integration process is expressed as:

𝑎̌(𝑡) = HPF[BLC(𝑎(𝑡))]; (2a)
𝑣(𝑡) = HPF{BLC[INT(𝑎̌(𝑡))]}; (2b)
𝑑(𝑡) = HPF{BLC[INT(𝑣(𝑡))]}. (2c)

In the above equation, BLC represents “baseline cor-
rection”, which means removing the baseline (linear
tendency) from the signal; HPF represents “high-pass
filtering” for eliminating the long-term drift; INT rep-
resents “integration” for the first-order integration. The
signals obtained by Equations 2a, 2b and 2c are cali-
brated acceleration, integrated and calibrated velocity,
and integrated and calibrated displacement, respec-
tively.

BLC is implemented by fitting the linear term
through LSM:

BLC(𝑥(𝑡)) = 𝑥(𝑡) − (𝑐0 + 𝑐1𝑡), (3a)

𝑐0, 𝑐1 = argmin
𝑐0,𝑐1

‖𝑐0 + 𝑐1𝑡 − 𝑥(𝑡)‖22, (3b)

where, 𝑐0 and 𝑐1 coefficients to be fitted.
HPF is expressed as the following recursive form

[86, 87]:

HPF(𝑥(𝑡)) =
1 + 𝑞
2

(𝑥(𝑡) − 𝑥(𝑡 − 1))+𝑞HPF(𝑥(𝑡−1)),

(4)

where parameter 0 < 𝑞 < 1 controls the high-pass
bandwidth. It is recommended to take values as the
method in [88] to obtain optimal frequency response
characteristics.

INT can be calculated by trapezoidal integration or
Fourier transform:

INT(𝑥(𝑡)) =

{Δ𝑡
2 (𝑥(𝑡 − 1) + 𝑥(𝑡)), Trapezoid method,
−1

{
1
𝑖𝜔
{𝑥(𝑡)}

}
, Fourier method.

(5)

In the above equation, Δ𝑡 is the sampling interval; 
represents Fourier transform; −1 represents inverse
Fourier transform; 𝜔 is frequency; and 𝑖 =

√
−1.

For more details on this dynamic displacement
integration method, please refer to our previous work
[88].

2.2.2. Analytic signal
After obtaining the integrated dynamic displace-

ment, its analytic form can be calculated using the HT:

𝑑analyt(𝑡) = 𝑑(𝑡)+𝑖(𝑑)(𝑡) =
𝐾∑
𝑘=1

𝐴𝑘(𝑡) exp(𝑖(𝜔𝑘𝑡+𝜑𝑘)),

(6)

where  represents the HT, which is defined using the
Cauchy principal value (p.v.) as

(𝑑)(𝑡) = 1
𝜋

p.v.∫
+∞

−∞

𝑑(𝜏)
𝑡 − 𝜏

𝑑𝜏. (7)

2.2.3. VIV index
Denote the amplitude (envelope) of the analytic

signal in Equation 6 as 𝐴(𝑡) ∶= |||𝑑analyt(𝑡)
|||, then the

VIV index is constructed as:

𝑅VIV = min(𝐴(𝑡))
max(𝐴(𝑡))

. (8)

Dan and Yu, et al.: Preprint submitted to Elsevier Page 10 of 33



Perception and prediction of bridge VIV

Given the uni-modal feature of the structural VIV
response, the corresponding analytic displacement 𝑑VIV

analyt(𝑡)
can be further expressed as:

𝑑VIV
analyt(𝑡) = 𝑑analyt(𝑡) ≈ 𝐴𝑘VIV

(𝑡) exp
(
𝑖
(
𝜔𝑘VIV

𝑡 + 𝜑𝑘VIV

))
,

(9)

i.e., 𝐴(𝑡) = 𝐴𝑘VIV
(𝑡). Because amplitude 𝐴𝑘VIV

(𝑡) varies
slowly with time, 𝐴(𝑡) could be regarded as a constant
within a short duration. So, 𝑅VIV is close to 1. While
during the non-VIV phase, 𝐴(𝑡) is the envelope of
multiple harmonic components, and 𝑅VIV is close to
0 in this case.

The 𝑅 index has the following geometric inter-
pretation on the complex plane that is formed by the
real and imaginary parts of the analytic signal (see
Equation 6): During VIV, the trajectory of the uni-
modal response is almost confined to a circular path (or
a thin annulus), whereas for non-VIV, the trajectory of
the multi-modal response nearly fills the entire circular
plane (Figure 4). The 𝑅 index provides a quantitative
characterization of this geometric feature.

1 0 1
(a) Real

1

0

1

Im
ag

R=0.93

5 0 5
(b) Real
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Figure 4: Illustration of VIV index: (a) Trajectory of uni-
component signal simulated for VIV. (b) Trajectory of
multi-components signal simulated for non-VIV.

2.3. VIV online tracking
This section aims to track the structural modal

and motion parameters throughout the VIV process,
once VIV occurrence is detected. Thereby grasping
the vibration status of the structure in real-time and
providing data support for VIV control and evaluation.

2.3.1. Amplitude, phase, frequency, and modal shape
Obviously, the vibration amplitude and phase are

equal to that of analytic displacement in Equation 9:

𝐴VIV(𝑡) =
|||𝑑VIV

analyt(𝑡)
||| , (10)

𝜑VIV(𝑡) = ∠𝑑VIV
analyt(𝑡), (11)

where |⋅| and ∠⋅ return the modulus and angle of a
complex number, respectively.

And the frequency is calculated as the first-order
derivation of the phase:

𝜔VIV(𝑡) =
𝑑𝜑VIV(𝑡)

𝑑𝑡
. (12)

By arranging the displacements at all sensor lo-
cations distributed along the span, we can obtain the
dynamic configuration of structural vibrations. And
when VIV occurs, it transfers to the corresponding
modal shape:

𝝓VIV(𝑡) =
[
𝑑VIV,1(𝑡),⋯ , 𝑑VIV,𝑖(𝑡),⋯ , 𝑑VIV,𝐶 (𝑡)

]𝑇 ,
(13)

where, 𝑖 is the index of sensor location; 𝐶 is the number
of sensors; 𝑑VIV represents the VIV displacement of the
𝑖th sensor.

2.3.2. Representative damping ratio
We utilize the logarithmic decay method to com-

pute the damping ratio during VIV (Figure 5):

𝜉VIV(𝑡) = − 1
𝜔VIV(𝑡)

𝑑 ln𝐴VIV(𝑡)
𝑑𝑡

. (14)

And the damping ratio at this point can be seen as a lin-
ear equivalent of the total damping of the structure, the
sum of the aerodynamic damping and structural damp-
ing, and is called the representative damping ratio. As a
result, the occurrence and development process of VIV
can be discussed from the damping aspect.

Figure 5: Logarithmic decay method for calculating
representative damping ratio during VIV.

It is worth noting that Equations 10∼14 are only
applicable to the single-degree-of-freedom (SDOF) re-
sponse during VIV. If still using them during non-VIV,
it is necessary to decompose the non-VIV response into
single-modal components first, which can be realized
by signal decomposition methods such as variational
mode decomposition (VMD) [89], empirical mode de-
composition (EMD) [90], empirical wavelet transform
(EWT) [91] and so on.

Dan and Yu, et al.: Preprint submitted to Elsevier Page 11 of 33



Perception and prediction of bridge VIV

Vehicle-girder VIV 
model

Double 
integration

Curve fitting Code 
ISO2631-1:1997

Acc. at different 
locations

Disp. at different 
locations

Full bridge 
vibrational shape Acc. of vehicle

Overall vibration 
total value

Figure 6: Process of driving comfort evaluation based on vibration level.

2.4. VIV driving evaluation
When the main girder of a bridge experiences VIVs

(here, we consider vertical VIV), the vibration accel-
eration and displacement significantly increase, thus
producing unfavorable effects on vehicles passing on
the bridge deck. On the one hand, large-magnitude
acceleration will affect driving comfort [92, 93, 23].
On the other hand, the rise and fall of the bridge deck
can interfere with the driver’s sight [48, 22]. Real-
time assessment of these two aspects can assist in
formulating traffic control schema during VIV.

2.4.1. Driving comfort based on vibration level
The process of assessing driving comfort based on

the vibration level is illustrated in Figure 6: (a) integrat-
ing the acceleration at each measurement point on the
main girder twice to obtain the dynamic displacement,
(b) fitting the vibration shape of the entire bridge us-
ing dynamic displacements at measured points at any
given time, (c) calculating the vibration acceleration of
the vehicle during bridge crossing using the vehicle-
girder VIV model, (d) evaluating driving comfort by
calculating the overall vibration total value (OVTV)
according to related codes. Step (a) has been described
in Section 2.2.1, and the following sections will explain
the remaining three.

Fitting vibration shape of the main girder. Express the
vibration shape (dynamic configuration) 𝑦g(𝑥; 𝑡) of the
main girder at time 𝑡 as a superposition of several shape
functions:

𝑦g(𝑥; 𝑡) =
𝐾∑
𝑘=1

𝑤𝑘(𝑡)𝜙𝑘(𝑥, 𝜃𝑘(𝑡)). (15)

Here, 𝜙𝑘(𝑥, 𝜃𝑘(𝑡)) represents the shape function, 𝜃𝑘(𝑡)
denotes the parameters of the shape function, and 𝑤𝑘(𝑡)
represents the weight of the shape function. The form
of the shape function is determined, while the weights
and parameters vary with time. The problem of fitting
the dynamic configuration is to determine the weights
and parameters of shape functions based on measured
data.

For any given time 𝑡, considering the dynamic
displacements {𝑑𝑖(𝑡)} at 𝐶 measurement points on the
main girder as target values, and the weights 𝑤𝑘(𝑡) and
parameters 𝜃𝑘(𝑡) of the shape functions as unknown
variables, the following optimization problem can be
formulated:

{𝑤𝑘(𝑡), 𝜃𝑘(𝑡)} = arg min
{𝑤𝑘(𝑡),𝜃𝑘(𝑡)}

𝐶∑
𝑖=1

(
𝑦g(𝑑𝑖(𝑡); 𝑡) − 𝑑𝑖(𝑡)

)2 .
(16)

The above equation can generally be solved using LSM.
In this paper, we employ the implementation by fit

function in MATLAB [94] to fit the relevant parame-
ters.

Vehicle-girder VIV model. As shown in Figure 7, the
moving vehicle is simplified to a system as a moving-
wheel-mass (𝑀2) + spring (𝑘1) and damper 𝑐1 + mass-
on-spring (𝑀1). Denote the deflection of the girder at
time 𝑡 as 𝑦g(𝑥; 𝑡) and the dynamic displacement of 𝑀1
as 𝑦v(𝑡). Assuming the mass under spring 𝑀1 moves
along the span of the girder without separating from the
contact surface, its displacement is consistent with the
deflection of the girder. Then the dynamic equilibrium
equation of 𝑀2 is given as follows:

𝑀1𝑦̈v(𝑡) + 𝑐1

(
𝑦̇v(𝑡) −

𝜕𝑦g(𝑣𝑡, 𝑡)
𝜕𝑡

)
+ 𝑘1

(
𝑦v(𝑡) − 𝑦g(𝑣𝑡; 𝑡)

)
= 0,

(17)

where the dynamic configuration of girder 𝑦g(𝑥; 𝑡) at
each time instant is obtained by fitting measured data,
so it is known. Since 𝑦v and 𝑦g are discretized in time,
the derivatives that appeared in the above equation
are calculated using the difference method. Given the
initial conditions, the vibration response of the vehicle
at each instant can be calculated step by step.

Overall vibration total value (OVTV). In this paper, we
use OVTV based on whole-body vibration measure-
ments to assess driving comfort. OVTV is a criterion
recommended in the code ISO 2631-1 [95], which has
also been utilized in other related works [92, 93, 23].
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Figure 7: Vehicle-girder VIV model.

The whole-body vibration measurement considers
all vibrations transmitted to the human body through
supporting surfaces. For a seated passenger, there are
three supporting surfaces: seat, backrest, and floor, and
each is considered with respect to three translation
directions: vertical, lateral, and front-back, along with
three overall rotation directions: pitching, rolling, and
yawing, resulting in a total of 12 degrees of freedoms
(DOFs). Among them, the front-back and yawing re-
sponses have small contributions that are usually ig-
nored [92]. The responses at the remaining 8 DOFs can
be calculated from the motion of the vehicle centroid
(𝑀1) as follows:

𝑎𝑣𝑠 = 𝑎𝑣𝑏 = 𝑎𝑣𝑓 = 𝑍̈𝑣, (18a)
𝑎𝑙𝑠 = 𝑎𝑙𝑏 = 𝑎𝑙𝑓 = 𝑌𝑣, (18b)

𝑎𝑝𝑠 = 𝜃𝑣 ⋅ 𝑑𝑠, (18c)

𝑎𝑟𝑠 = 𝜑𝑣 ⋅ 𝑦𝑠 +
1
2
𝜑𝑣 ⋅ ℎ𝑠, (18d)

where 𝑎𝑖𝑗 denotes the vehicle acceleration in different
DOF: subscript 𝑖(= 𝑣, 𝑙, 𝑝, 𝑟) represents the response
direction where 𝑣, 𝑙, 𝑝, and 𝑟 represent vertical, lateral,
pitching, and rolling directions; subscript 𝑗(= 𝑠, 𝑏, 𝑓 )
denotes the response axis location where 𝑠, 𝑏, and 𝑓
represent seat, backrest, and floor; 𝑍̈𝑣, 𝑌𝑣, 𝜃̈𝑣 and 𝜑̈𝑣
represent vertical, lateral, pitching, and rolling accel-
erations at the vehicle centroid; 𝑑𝑠, 𝑦𝑠, and ℎ𝑠 represent
the distance between the seat and the vehicle centroid
in longitudinal, transverse, and vertical directions.

According to the standard ISO 2631-1 [95], the vi-
bration response in every direction should be frequency-
weighted to consider the differences in the impact
of vibration at different frequencies on the human
body. The specific procedures are transferring the
raw response into the frequency domain by Fourier
transform, multiplying it by the frequency weighting
factor, and then using the inverse Fourier transform
to convert the weighted spectrum back to the time
domain. The recommended values for the frequency

Table 3
Comfort criteria based on OVTV values.

OVTV value (m/s2) Comfort level

< 0.315 Not uncomfortable
0.315 ∼ 0.63 A little uncomfortable
0.5 ∼ 1 Fairly uncomfortable
0.8 ∼ 1.6 Uncomfortable
1.25 ∼ 2.5 Very uncomfortable
> 2.0 Extremely uncomfortable

weighting factors can be obtained from ISO 2631-1
[95].

OVTV [95] is a comprehensive evaluation crite-
rion that considers the vibration effects from different
axes/directions. It is calculated based on the RMS
values of all frequency-weighted responses transmitted
to the human body:

OVTV =

√√√√√√ 𝑀2
𝑘RMS2𝑣𝑠 +𝑀2

𝑑RMS2𝑙𝑠 +𝑀2
𝑒RMS2𝑝𝑠

+𝑀2
𝑒RMS2𝑟𝑠 +𝑀2

𝑐RMS2𝑣𝑏 +𝑀2
𝑑RMS2𝑙𝑏

+𝑀2
𝑘RMS2𝑣𝑓 +𝑀2

𝑘RMS2𝑙𝑓

.

(19)

Here, RMS𝑖𝑗 denotes the RMS of acceleration 𝑎𝑖𝑗 after
frequency weighting; and 𝑀𝑖(𝑖 = 𝑘, 𝑑, 𝑒, 𝑐) is mul-
tiplying factor for different DOF direction, 𝑀𝑖 in the
equation is taken as 𝑀𝑘 = 1.00,𝑀𝑑 = 1.00,𝑀𝑒 =
0.40,𝑀𝑒 = 0.20,𝑀𝑐 = 0.40,𝑀𝑑 = 0.50,𝑀𝑘 =
0.40,𝑀𝑘 = 0.25 in turns.

To facilitate the assessment of driving comfort,
ISO2631-1 [95] divides six comfortable levels accord-
ing to the range of values of OVTV, as shown in Table
3.

Unlike under laboratory or numerical conditions, it
is difficult to obtain the vibration response of an actual
moving vehicle in all eight directions mentioned above
through the bridge monitoring system. Moreover, for
bridges during VIV, the magnitude of the vertical ac-
celeration is much higher than that in other directions.
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Figure 8: Illustration of near/far blind spot, effective sight distance, and maximum height of far blind spot.

Therefore, we only considered the vertical acceleration
of the vehicle 𝑍̈𝑣 (calculated by Equation 17). Then,
the above Equation 19 can be simplified as

OVTV =
√

𝑀2
𝑘RMS2𝑣𝑠 +𝑀2

𝑐RMS2𝑣𝑏 +𝑀2
𝑘RMS2𝑣𝑓 .

(20)

2.4.2. Driving safety based on field of view
The vehicle blind spot refers to the area formed

due to the obstruction of the driver’s line of sight. As
there may be obstacles, pedestrians, or vehicles in the
blind area, it is easy to cause driver’s misjudgment and
misoperation, thus causing traffic accidents. This sec-
tion evaluates driving safety under VIV by identifying
the time-varying near and far blind spots.

As shown in Figure 8, the near blind spot refers
to the invisible area caused by the obstruction of the
front part of the vehicle. Its length is the horizontal
distance between the front-most point 𝐽1 of the vehicle
and the intersection 𝐽2 of the line of sight (𝐴1𝑇1) and
the girder’s configuration. The far blind spot refers to
the invisible area caused by the undulating bridge deck
obstructing the driver’s line of sight (𝐴1𝑇2), resulting in
a discontinuous field of view. Assuming obstacles have
a certain height denoted as ℎ2, all obstacles lower than
ℎ2 within the interval from 𝐵2 to 𝐵′

2 are not visible.
Denote the maximum height of far blind spot as ℎ3,
i.e., obstacles higher than ℎ3 are visible. The hori-
zontal distance between the driver’s location 𝐴2 and
the tangent point 𝑇2 is called effective sight distance.
The following will describe the identification of the
length of near blind spot, effective sight distance, and
maximum height of far blind spot.

Identification of the length of near blind spot. As
shown in Figure 9(a), assume that the vehicle is travel-
ing at a constant speed 𝑣 and is located at the point 𝐴2
on the bridge deck at the moment 𝑡, whose coordinates
can be expressed as

(
𝑥v, 𝑦v

)
=

(
𝑣𝑡, 𝑦g(𝑣𝑡; 𝑡)

)
; the

driver’s eye height is ℎ1 and his eyes are located at

𝐴1 point, the coordinates of 𝐴1 can be expressed as(
𝑥e, 𝑦e

)
=

(
𝑥v − ℎ1 sin(𝛼), 𝑦v + ℎ1 cos(𝛼)

)
, 𝛼 is the

angle between the tangent line of the bridge at the point
𝐴1 and the horizontal line; the tangent point of the
driver’s line of sight to the hood of the car is 𝑇1; in
the case where the eye height ℎ1 is known, the angle
𝜃1 between the lines 𝐴1𝑇1 and 𝐴1𝐴2 is also known,
from which the equation of the line of sight, 𝑦s(𝑥; 𝑡),
corresponding to the near blind spot can be obtained.
Associating the main beam configuration expression,
𝑦g(𝑥, 𝑡), the intersection point 𝐽2 in the figure can be
found as follows:⎧⎪⎨⎪⎩

𝑦s(𝑥; 𝑡) = tan(𝜃1 + 𝛼)(𝑥 − 𝑥𝑒) + 𝑦𝑒,

𝑦g(𝑥; 𝑡) =
𝐾∑
𝑘=1

𝑤𝑘(𝑡)𝜙𝑘(𝑥; 𝜃𝑘(𝑡)).
(21)

Further, the length of the near blind spot is:

𝑑1 = 𝑥𝐽2 − 𝑥v − 𝑙1 cos(𝛼), (22)

where 𝑙1 is the vertical distance from the eye to the
foremost plane of the vehicle as shown in Figure 9(a).

Identification of effective sight distance and maximum
height of far blind spot. As shown in Figure 9(b),
assuming that the line of sight is tangent to the bridge
deck at the nearest 𝑇2, the slope of 𝐴1𝑇2 is equal to that
of the tangent of the girder configuration at 𝑇2:

𝑘 =
𝑦𝑒 − 𝑦𝑇2
𝑥𝑒 − 𝑥𝑇2

=
𝜕𝑦g(𝑥; 𝑡)

𝜕𝑥
||||𝑥=𝑥𝑇2 . (23)

Thus the coordinate of 𝑇2 =
(
𝑥𝑇2 , 𝑦𝑇2

)
can be solved.

It is unavailable to solve the above equation an-
alytically and is generally solved by a root-finding
algorithm, which is figured out in this paper using
fzero function in MATLAB [96]. Then, the line of
sight equation 𝑦s(𝑥; 𝑡), effective sight distance 𝑑2, and
maximum height of far blind spot ℎ3 can be expressed
as follows, respectively:

𝑦s(𝑥; 𝑡) = 𝑘(𝑥 − 𝑥𝑇2) + 𝑦𝑇2 , (24)
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Figure 9: Identification of the length of near blind spot, effective sight distance, and maximum height of far blind spot.

𝑑2 = 𝑥𝑇2 − 𝑥𝑒, (25)

ℎ3 = max(𝑦s(𝑥; 𝑡) − 𝑦g(𝑥; 𝑡)), 𝑥𝑇2 < 𝑥 < 𝑥𝐽3 .
(26)

2.5. VIV advanced prediction
The two VIV prediction tasks are considered: first,

predicting whether VIV will occur (before moment D
in Figure 2(a)); second, predicting the stable amplitude
that VIV can reach (before moment E in Figure 2(a).
To accomplish these, we first establish three models
offline: a statistical model to summarize the rules of
wind speed and direction corresponding to VIV events,
a neural network model to predict the value of the VIV
index, and a dynamical model to calculate the stable
amplitude VIV can reach. Then, online prediction is
performed following the logic shown in Figure 10: (1)
the statistical model determines if the ambient wind
field is conducive to VIV happiness; (2) If so, the neural
network model is used to predict VIV index. (3) If the
predicted VIV index exceeds a certain threshold, the
dynamical model is employed to calculate the stable
amplitude VIV can achieve, and a VIV warning signal
is sent. Note that when predicting the VIV index and
calculating the stable amplitude, the results of VIV
identification and tracking are also utilized, which are
not depicted in the figure.

The statistical model primarily provides the ranges
of locked wind speed and wind direction when VIV
occurs, denoted as

[
𝑣VIV

]
and

[
𝜃VIV

]
, which can be ob-

tained from historical wind speed data of VIV events.

2.5.1. VIV occurrence prediction based on neural
network

Using the VIV identification algorithm proposed
in Section 2.2 allows us to determine the starting and

Statistical Rule

Meaured wind speed

Calculate average velocity and angle:

Predict VIV indicator:

Calculate maximum amplitude:

NO

NO

Locked?

YES

Countermeasures, take or not

Neural Network

Dynamical Model

YES

Early Warning

Occurrence Prediction

Amplitude Prediction

Figure 10: The process of VIV prediction.

ending of VIV events from historical acceleration data
and then intercept wind speed and acceleration be-
longing to the corresponding VIV event. As illustrated
in Figure 11, the VIV datasets for training the neural
network are constructed as follows: (a) For each VIV
event, the raw data is divided into sub-segments of
length 𝑇 , and the overlap length between sub-segments
is 𝑇 − Δ𝑇 ; (b) Calculate the features corresponding
to each sub-segment, including average wind speed 𝑣,
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Figure 11: Construction of VIV datasets: For each VIV event, the original data is divided into sub-segments using a
sliding window with a length of 𝑇 and an overlap of 𝑇 −Δ𝑇 . The sub-segments are then used to construct VIV samples.

average wind direction 𝜃, maximum amplitude 𝐴max,
minimum amplitude 𝐴min, and vortex index 𝑅; (c) A
VIV sample  (𝑀,𝑁)

𝑖 =
(
𝑿(𝑀)

𝑖 , 𝑌 (𝑁)
𝑖

)
is expressed as:(

𝑿(𝑀)
𝑖 , 𝑌 (𝑁)

𝑖

)
=
([{

𝜃𝑀+𝑖−𝑗 , 𝑣𝑀+𝑖−𝑗
}
𝑗=𝑀∼1 ,{

𝐴max,𝑀+𝑖−𝑗 , 𝐴min,𝑀+𝑖−𝑗
}
𝑗=𝑀∼1 ,{

𝑅𝑀+𝑖−𝑗
}
𝑗=𝑀∼1

]
, 𝑅𝑀+𝑖−1+𝑁

)
,

(27)

where 𝑖 is the index of the sample; 𝑀 + 𝑖 − 𝑗 is
the index of the sub-segment, i.e., 𝜃𝑀+𝑖−𝑗 denotes the
average wind direction calculated from the (𝑀+𝑖−𝑗)th
segment; 𝑀 is the historical memory length; 𝑁 is the
prediction step; 𝑿(𝑀)

𝑖 denotes the feature vector com-
posed of feature values corresponding to 𝑀 historical
segments; 𝑌 (𝑁)

𝑖 denotes the VIV index corresponding
to the 𝑁 th segment in the future. Assuming that the
𝑙th VIV event is divided into 𝑃𝑙 data sub-segments,
the number of samples formed by this VIV event is
𝑆𝑙 = 𝑃𝑙 −𝑀 −𝑁 + 1. The sample sets from all VIV
events are pooled together to form the historical VIV
datasets as:

 ∶=
{(

𝑿𝑖, 𝑌𝑖
)}∑

𝑙 𝑆𝑙
𝑖=1 . (28)

We utilize the SDE-Net neural network [97] to
establish the mapping from the historical feature vec-
tor 𝑿(𝑀)

𝑖 to the future VIV index value 𝑌 (𝑁)
𝑖 ∶=

𝑅𝑀+𝑖−1+𝑁 ,  ∶ 𝒙𝑡 → 𝑅𝑡+𝑘. The advantage of this
network (Figure 12) is that it gives the DNN the ability
to estimate uncertainty. The input feature vector is

first passed through a fully connected layer, followed
by a stack of SDE-Net layers with shared parameters.
Finally, the prediction of the VIV index and its variance
are output through another fully connected layer. The
SDE-Net layer contains two sub-layers: a drift layer and
a diffusion layer. The drift layer is a fully connected
layer with a ReLU activation function. The input to
the diffusion layer undergoes a fully connected layer
with a ReLU activation function, followed by another
fully connected layer with a Sigmoid activation func-
tion, producing a diffusion term. This diffusion term is
multiplied by a standard Gaussian process to simulate
the cognitive uncertainty.

Assume the input to the 𝑘th SDE-Net layer is 𝒉𝑘,
and the output is 𝒉𝑘+1, then we have:

𝒉𝑘+1 = 𝒉𝑘+𝒇 (𝒉𝑘;𝜽𝑓 )+𝑔(𝒉𝑘;𝜽𝑔)𝒛𝑘, 𝒛𝑘 ∼  (0, 1).
(29)

The above equation can be viewed as a discrete form of
the stochastic differential equation (SDE):

𝑑𝒉𝑡 = 𝒇 (𝒉𝑡, 𝑡;𝜽𝑓 )𝑑𝑡 + 𝑔(𝒉𝑡, 𝑡;𝜽𝑔)𝑑𝑾 𝑡, (30)

where 𝑾 𝑡 is the standard Brownian motion. By intro-
ducing residual connections and the diffusion term, the
network architecture is equivalent to a differential equa-
tion dynamical system, which provides a non-Bayesian
approach for quantifying uncertainty. Moreover, the
diffusion term can be regarded as a kind of regular-
ization of the neural network, which can improve the
robustness of network learning.
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Figure 12: Architecture of the neural network for VIV index prediction.

The network adopts a strategy of alternating opti-
mization between the drift net and the diffusion net. The
loss function used for drift net is:

𝑓 = min𝔼𝒙∼𝑃train
(𝒐) = 1

𝑁

𝑁∑
𝑖=1

(
𝑦̂𝑖 − 𝑦𝑖

)2
𝜎̂2
𝑖

+1
2
ln 𝜎̂2

𝑖 ,

(31)

where, 𝑦̂𝑖 and 𝜎̂𝑖 represent the predicted value and
variance for the 𝑖th sample, respectively; 𝑦𝑖 denotes
the true value; and 𝑁 represents the total number of
samples. The term 𝑃train refers to the distribution of the
training data. The diffusion layer can be regarded as a
classifier trained to distinguish between samples within
the distribution (labeled as 1) and out-of-distribution
(OOD) samples (labeled as 0). The loss function used
for this purpose is a cross-entropy function:

𝑔 =min𝔼𝒙∼𝑷train||𝑷OOD
(𝑔(𝒉0;𝜽𝑔))

= − 1
𝑁

𝑁∑
𝑖=1

log(𝑔𝑥𝑖∼𝑃train
(𝒉0;𝜽𝑔))

+ log(1 − 𝑔𝑥𝑖∼𝑃OOD
(𝒉0;𝜽𝑔)).

(32)

The OOD samples are obtained by adding additive
Gaussian noise to the data. During training, the back-
propagation is first performed using Equation 31 to
update only the parameters of the drift layer as well
as the head and tail fully connected layers. Then, the
backpropagation is performed using Equation 32 to
update only the parameters of the diffusion layer. This
alternating process continues until achieving conver-
gence.

The network design described above enables the
system to achieve better prediction accuracy for data

within the distribution by primarily relying on the drift
net. While for OOD data, the system relies on the
diffusion net, exhibiting high diffusion characteristics
(high variance), thereby assessing the uncertainty of
the results.

2.5.2. VIV stable amplitude prediction based on
dynamical model

For the bridge’s girder experiencing VIV, the ver-
tical motion can be described by an SDOF system as
follows:

𝑚𝑦̈ + 2𝑚𝜉𝜔1𝑦̇ + 𝑚𝜔2
1𝑦 = 𝐹VIV(𝑡), (33)

where 𝑦 is the vertical vibration of the main girder; 𝑚,
𝜉, and 𝜔1 are the mass per unit length, damping ratio,
and natural frequency of the structure, respectively.

We employ the widely used Scanlan empirical non-
linear model [29] to describe the right-end force term
𝐹VIV(𝑡):

𝐹VIV = 1
2
𝜌𝑈 2(2𝐷)

[
𝑌1(𝐾)

(
1 − 𝜀

𝑦2

𝐷2

)
𝑦̇
𝑈

+𝑌2(𝐾)
𝑦
𝐷

+ 1
2
𝐶𝐿(𝐾) sin(𝜔𝑡 + 𝜃)

]
.

(34)

In the equation above, 𝜌 denotes the air density; 𝑈
represents the incoming wind velocity; 𝐷 corresponds
to the characteristic width of the section;𝐾 = 𝜔𝐷∕𝑈 is
the reduced frequency, where 𝜔 is the vortex shedding
frequency; 𝜀, 𝑌1(𝐾), 𝑌2(𝐾), and 𝐶𝐿(𝐾) are aerody-
namic parameters that need to be determined, typically
through wind tunnel tests.

According to the study of Ehsan and Scanlan [29],
the aerodynamic lift term 1

2𝐶𝐿(𝐾) sin(𝜔𝑡 + 𝜃) due to
vortex shedding during VIV can be neglected. Further-
more, the study also found that there are no significant
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changes in the structural natural frequency between
lock-in and regular condition [50], which means that
the aerodynamic stiffness term 𝑌2

𝑦
𝐷

in the model can
be further neglected. Therefore, the dynamical model
can be simplified as follows:

𝐹VIV = 1
2
𝜌𝑈 2(2𝐷)𝑌1

(
1 − 𝜀

𝑦2

𝐷2

)
𝑦̇
𝑈
. (35)

Combining the Equations 8 and 35, the simplified
VIF model is a Van der Pol oscillator with the dimen-
sionless form of

𝜂̈(𝑠)+2𝜉𝐾1𝜂̇(𝑠)−𝑚𝑟𝑌1(𝐾)(1−𝜀𝜂2(𝑠))𝜂̇(𝑠)+𝐾2
1𝜂(𝑠) = 0,

(36)

where 𝜂 = 𝑦∕𝐷 is the dimensionless displacement;
𝑚𝑟 = 𝜌𝐷2∕𝑚 is the mass ratio; 𝐾1 = 𝜔1𝐷∕𝑈 is the
reduced frequency; and 𝑠 = 𝑈𝑡∕𝐷 is the dimensionless
time. Due to frequency locking, the vortex shedding
frequency and the structural frequency are considered
equal, i.e., 𝜔1 = 𝜔,𝐾1 = 𝐾 . Then the solution of
Equation 36 can be expressed as:

𝜂(𝑠) = 𝐴(𝑠) cos(𝐾𝑠 − 𝜑0), (37a)

𝐴(𝑠) =
𝛽√

1 −
(

𝐴2
0−𝛽

2

𝐴2
0

)
𝑒−(𝛼𝛽2∕4)𝑠

, (37b)

where 𝐴0 is the initial amplitude of the system; 𝜑0 is
the initial phase at 𝑠 = 0; and 𝐴(𝑠) is a slowly varying
amplitude, where the parameters 𝛼 and 𝛽 are defined
as:

𝛼 = 𝑚𝑟𝑌1𝜀, (38a)

𝛽 = 2
𝜀

√
1 −

2𝜉𝐾
𝑚𝑟𝑌1

. (38b)

From Equation 37(b), it is known that when 𝑠 → +∞,
the stable amplitude 𝐴+∞ = 𝛽. In the monitoring
environment, 𝛽 can be determined from the time history
of the VIV response.

Given the appearance of a stable limit cycle during
VIV, the system aerodynamic input energy and the
structural damping dissipation energy are equal:

∫
𝑡+𝑇

𝑡

(
2𝑚𝜉𝜔1 − 𝜌𝑈𝐷𝑌1

(
1 − 𝜀

𝑦2

𝐷2

))
𝑦̇2𝑑𝑡 = 0,

(39)

where 𝑇 is a vibration period.

Combining the expression for the vibration re-
sponse in Equation 37(a), the stable amplitude during
VIV can be obtained as

𝑦0 =
(
𝜌𝑈𝐷2𝑌1 − 2𝑚𝜉𝜔1𝐷

𝜌𝑈𝐷𝑌1𝜀

)1∕2

. (40)

Based on Equation 40, once the damping ratio 𝜉,
natural frequency 𝜔1, wind speed 𝑈 , and aerodynamic
parameters 𝑌1 and 𝜀 are determined, the stable am-
plitude of VIV can be calculated. Among them, the
structural natural frequency 𝜔1 can be obtained from
the measured vibration data. The structural damping 𝜉
can be obtained from the historical non-VIV data. The
wind speed 𝑈 can be taken as the average value of the
measured wind speed during VIV. The aerodynamic
parameters 𝑌1 and 𝜀 are dependent on the wind speed
and the order of VIV and can be got through historical
VIV data. The specific steps are as follows:

1. For a given VIV event, determine the vibration
order and the average wind speed in the VIV
development period;

2. Determine the stable amplitude 𝛽;
3. Calculate the amplitude envelope 𝐴(𝑠) in VIV

development period, and fit the value of 𝛼 ac-
cording to Equation 37(b) using the following
equation:

ln

(
𝐴2
0(𝐴(𝑠)

2 − 𝛽2)

𝐴2(𝑠)(𝐴2
0 − 𝛽2)

)
= −

𝛼𝛽2

4
𝑠; (41)

4. Compute the aerodynamic parameters 𝑌1 and 𝜀
corresponding to this VIV event by Equation 38;

5. Repeat steps 1∼4 to obtain the relationship be-
tween the aerodynamic parameters 𝑌1 and 𝜀 with
wind speed and vibration order to form a param-
eters table.

Once the occurrence of VIV is predicted or identi-
fied, the corresponding aerodynamic parameters 𝑌1 and
𝜀 can be obtained from the parameters table based on
the current order and the measured wind speed. Then
the stable amplitude of VIV can be calculated using
Equation 40. At the same time, update the table of
aerodynamic parameters.

3. Case analysis and system implementation
This section will present the application of the pro-

posed methods on two long-span suspension bridges.
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Figure 13: The site and sensor layout of Humen Bridge.

Firstly, a brief overview of the engineering back-
grounds of the two bridges will be provided. Then, the
effectiveness of the proposed methods will be validated
using VIV data from the two bridges. Finally, the
implementation details of a VIV monitoring system
constructed for one of the bridges will be introduced.

3.1. Background of structure
3.1.1. Humen Bridge

Humen Bridge, located in the coastal region of
southern China (Figure 13(a)), is a double-tower single-
span suspension bridge with a span of 888 m. The
bridge has two-way six lanes, designed speed is 120
km/h. It was completed and opened to traffic in June
1997. On the afternoon of May 5, 2020, Humen Bridge
experienced abnormal oscillations, leading to a full
traffic closure. Subsequent investigations revealed that
the main reason for the bridge’s abnormal vibration
was due to the temporary setting of water horses along
both sides of the bridge, which changed the aerody-
namic shape of the steel box girder and triggered VIV
under specific wind conditions [3, 2]. A monitoring
system was installed on the bridge to understand the
structural vibration. As shown in Figure 13(b), seven
vertical acceleration sensors were evenly arranged on
the upstream and downstream sides of the main span,
respectively. And seven lateral acceleration sensors
were installed near the vertical acceleration sensors on
the upstream side. Refer to the figure for the sensor’s
number. All sensors are synchronized and sample at a
frequency of 50 Hz.

3.1.2. Xihoumen Bridge
Xihoumen Bridge, located in the coastal region of

eastern China (Figure 14(a)), is a double-tower double-
span suspension bridge with a span of 1650 m + 578 m.
The bridge has two-way four lanes, designed speed is
80 km/h. It was opened to traffic in 2009. The bridge
adopts a split steel box girder with a width of 36 m

and a height of 3.26 m, and the spacing between the
left and right sides is 6 m. The designation of split
steel box girder offers excellent flutter stability [98].
But it also facilitates the reattachment of vortices at the
tail of the downstream beam when crosswind passes
through, which can lead to VIV [9]. The Xihoumen
Bridge has established a comprehensive SHM sys-
tem, which includes structural responses such as multi-
directional acceleration, strain, and displacement of the
main girder, as well as environmental variables such as
temperature, humidity, and wind speed. The arrange-
ment of some sensors is shown in Figure 14(b). Vertical
acceleration sensors were installed at the 1∕4𝐿, 1∕2𝐿,
and 3∕4𝐿 on the upstream and downstream sides of the
main span and 1∕2𝐿′ on the upstream and downstream
sides of the side span. Six three-axis anemometers
were placed near the acceleration sensors on the main
span and 6m above the girder surface. Two propeller
anemometers were placed on the top of the two towers.
Refer to the figure for the sensors’ number. All sensors
are synchronized, and the acceleration sensors and
anemometers sample at a frequency of 50 Hz and 10
Hz, respectively.

3.2. Case analysis
3.2.1. VIV identification, tracking, and evaluation

results
On June 16, 2020, the Humen Bridge experienced a

VIV event. In the following, we utilize the monitoring
data from that day to analyze the effectiveness of the
proposed methods for VIV identification, tracking, and
evaluation.

VIV index. Figures 15(a) and 15(b) plot the original
acceleration time history and the integrated displace-
ment time history at the sensor V3 (Figure 13(b)). In
terms of instantaneous magnitude, the acceleration un-
der normal vibration conditions also reaches the level
of VIV. However, in the integrated displacement signal,
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Figure 14: The site and sensor layout of Xihoumen Bridge.

the vibration level during the VIV significantly exceeds
that of other periods. Because during the integration
process, the signal undergoes filtering, and some high-
frequency components are removed. Figures 15(c) and
15(d) shows the spectrum of the raw acceleration and
the visualization of 𝑅 index on the complex plane
corresponding to a VIV time. And Figures 15(e) and
15(f) show that corresponding to a non-VIV time. It
can be seen, due to the single-mode nature of VIV,
the trajectory of the analytic signal during VIV is
confined within a narrower circular envelope on the
complex plane, whereas during non-VIV, it tends to
spread over the whole circular region. Figure 15(g)
gives the variation of the 𝑅 index over a 10-hour
period. It is observed that the value of 𝑅 during VIV
is significantly higher than the value during the regular
vibration before and after, and its magnitude can reflect
the degree of VIV development. By setting an appro-
priate threshold (set to 0.1 in the figure), it is possible to
judge the occurrence of VIV. Here𝑅 index is calculated
directly using the analytic signal of the acceleration
after removing the trend term and low-pass filtering
with a cutoff frequency of 15 Hz, while not calculated
using the integrated dynamic displacement. Because
experimental results indicate that although the index
calculated from displacement exhibits larger values
during VIV compared to the index calculated from the
acceleration, it also has relatively large values during
non-VIV, making it difficult to distinguish between the
two different vibration cases. This is because the oper-
ations of cumulative summation, baseline correction,
and drift removal involved in displacement integration
will remove noise terms and some non-dominant com-
ponents, causing the integrated displacement close to
an SDOF signal.

Amplitude, phase, frequency, and modal shape during
VIV. Set the threshold of the VIV index as 0.01. and
When 𝑅 > 0.01, the corresponding amplitude, phase,
frequency, and modal shape can be calculated using
Equations 10, 11, 12, and 13, respectively. The results
are exhibited in (Figures 16 and 17). The displacement
amplitude provides a visual indication of the magnitude
of the vibration level, and the maximum displacement
of this VIV event at V3 (3∕8𝐿) is about 4 cm. The
frequency during the VIV is not constant. In this case,
the locking frequency has a fluctuation of about 0.002
Hz throughout the VIV event. With the development
of the VIV process, the change of frequency shows
a certain pattern, that is, in the beginning, the fre-
quency is higher and exhibits more fluctuates; with VIV
reaches the steady state, the frequency becomes stable;
at the end of VIV, the frequency starts to produce large
fluctuations again. This could be attributed to a more
intense and unstable interaction between the flow field
and the structure during the development and decaying
periods of VIV.

Figure 17 depicts the varying vibration shape (at
this time, reduced to modal shape) obtained from the
displacement measurements at distributed points along
one side of the girder. The time interval is 2 minutes
in the figure. In this particular VIV event, the bridge
vibrates in the 3rd order mode. Note that the deflection
curve of the bridge is not completely symmetrical about
the mid-span position, with a slight lag observed on
the left side. By incorporating the prior knowledge of
structural dynamics and selecting appropriate shape
functions, it is possible to fit a continuous and real-
time dynamic configuration of the entire bridge using
the displacements at all sensors as control points. This
enables the bridge manager to intuitively grasp the
vibration state of the bridge and take corresponding
measures.
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Figure 15: VIV index identification of Humen Bridge on 16 June, 2020.

Figure 16: Tracking of amplitude, phase, and frequency during VIV.
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Figure 17: Tracking of vibration/modal shape during
VIV.

Representative damping during VIV. We analyzed the
variations of representative damping ratios during VIV

of a total of seven sensors, V1∼V7 in Figure 13(b), and
Figure 18 plots the results. The representative damp-
ing ratios exhibit similar varying trends across differ-
ent positions, albeit with some numerical differences,
indicating the non-uniformity in spatial distribution.
During this VIV period, the minimum and maximum
values of the representative damping are -0.128% and
0.166%, respectively. In the VIV development stage,
the negative aerodynamic damping exceeds the struc-
tural damping, resulting in a negative damping in total,
which leads to an increase in structural amplitude due
to net energy input. In the stable stage of VIV, the
total damping approaches zero, signifying a balanced
energy input-output, resulting in a stable amplitude. In
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Figure 18: Tracking of representative damping ratio during VIV (shadow corresponds to “peak-and-fall").

the VIV decaying stage, the total damping becomes
positive, indicating structural damping reoccupies the
dominant position, the energy dissipates, and the struc-
tural amplitude gradually decreases. Notably, a “peak-
and-fall" phenomenon is observed when the damping
transfers from positive to zero or from zero to negative.
During the stable stage, the representative damping is
fluctuated around zero (correspondingly, the amplitude
fluctuates around a certain value), suggesting that the
actual fluid-structure coupling system will deviate from
the desired value to a certain extent due to the non-
stationarity. But it is not enough to break the current
equilibrium state. The dynamic balance of this mutual
game also reflects in frequency variations in Figure
16(c).

Driving comfort evaluation during VIV. As shown in
Figures 19(a) and 19(b), considering a sedan traveling
at a speed of 120 km/h passing over an undulating
bridge deck that is experiencing VIV (the trajectory
of the sedan is the red line in the figure), the variation
of the vehicle’s vertical acceleration and the analyzed
OVTV are shown in Figures 19(c) and 19(d). The
parameters of the sedan are listed in the first row of
Table 4. The calculation results indicate that when
considering only the vertical acceleration caused by
VIV according to Equation 20, the frequency-weighted
OVTV does not exceed 0.35 m/s2. And refer to table
Table 3, the driving comfort is deemed well. However,
according to passenger feedback, driving on the bridge

experiencing VIV can cause obvious discomforts, such
as dizziness and nausea. This is partly because the
calculation here ignores the input of acceleration from
other directions rather than vertical and ignores the
influence of the road roughness, resulting in underesti-
mated OVTV values. On the other hand, the impact of
bridge deck undulation on passengers’ visual percep-
tion will exacerbate the physical discomfort, which is
currently not considered in the code [95]. The OVTV
values are higher during the ascending and descending
periods on the bridge, which is related to the triggered
VIV mode. As shown in Figure 17, the main girder
vibrates in the 3rd order mode, and the displacement
around the mid-span is small.

Length of near blind spot during VIV. The variations
of the near blind spot for two types of vehicles, sedan
and light truck, passing through a bridge experiencing
VIV at speeds of 80 km/h, 100 km/h, and 120 km/h,
respectively, are depicted in Figure 20. The geometric
parameters of the vehicle, including eye height ℎ1, tan-
gent angle 𝜃1, and eye-to-car distance 𝑑1, are presented
in Table 4. Due to the sedan’s lower eye height and
larger tangent angle, it exhibits a longer near blind spot
length ( fluctuating around 5.44 m) than the light truck
(fluctuating around 2.137 m). When the two types of
cars travel at the same speed on the bridge, the changing
laws of the near blind spot keep the same. Comparing
the changes in the front blind spot at different speed,
it is evident that the effect of vehicle speed is tiny. The
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Figure 19: The evaluation of driving comfort during VIV.

Table 4
Parameters of vehicle.

Mass 𝑀1 Vertical stiffness 𝑘1 Vertical damping 𝑐1 Height of eye ℎ1 Angle 𝜃1 Eye-to-car distance 𝑑1
(kg) (kN/m) (kN) (m) (rad) (m)

Sedan 1600 436 3.2 1.2 1.42 2.352
Truck 6500 1000 10.0 1.45 1.07 0.763

changes in the near blind spot align with the periodicity
of the girder vibrations.

Effective sight distance and maximum height of far
blind spot. Similarly, Figures 21 and 22 present the
effective sight distance and maximum height of far
blind spot over time for a sedan and a light truck,
respectively, when passing a bridge experiencing VIV.
It should be noted that the effective sight distance and
maximum height of far blind spot exist only when the
line of sight is obstructed, whereas they are set to zero
when the bridge deck has no obstruction to the driver’s
eye. Due to the lower eye height of the sedan than the
light truck, the former exhibits a shorter effective sight
distance and a taller maximum height of far blind spot.
Additionally, the effective sight distance, maximum
height of far blind spot, and their respective locations

on the bridge deck may vary as the bridge configuration
changes for vehicles traveling to the same position
at different speeds. The discrete-time interval equals
the sensor’s sampling interval (0.02 s in this case).
As the vehicle speed increases, the spatial resolution
decreases, resulting in fewer occurrences of far blind
spot.

3.2.2. VIV prediction results
The Xihoumen Bridge is chosen as the object of the

investigation to validate the VIV prediction methods
because this bridge’s SHM system has documented
a number of VIV events, thereby offering sufficient
data samples for building and training the models for
prediction.

VIV occurrence prediction We analyzed data recorded
by the monitoring system from 2018 to 2021. First,

Dan and Yu, et al.: Preprint submitted to Elsevier Page 23 of 33



Perception and prediction of bridge VIV

0 111 222 333 444 555 666 777 888
Vehicle location (m)

5.438

5.440

5.442

Fr
on

t b
lin

d 
sp

ot
 (m

) (a) Sedan car

80 km/h
100 km/h
120 km/h

0 111 222 333 444 555 666 777 888
Vehicle location (m)

0.0002

0.0003

0.0004

Fr
on

t b
lin

d 
sp

ot
 (m

) +2.137 (b) Light truck

80 km/h
100 km/h
120 km/h

Figure 20: Length of front blind spot during VIV.
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Figure 21: Effective sight distance during a VIV event.

we pick up all the VIV events using the VIV index
proposed in Section 2.2, with a threshold set as 0.1,
and obtained 67 VIV events. For a singular VIV event,
denote the starting and ending times of the period with
the VIV index greater than 0.1 as 𝑡1 and 𝑡2, respec-
tively, backtrack for 20 minutes, and select the data
from 𝑡1 − 20 mins to 𝑡2 as the final data corresponds
to this VIV event. Subsequently, we construct VIV
samples following the approach presented in Section
2.5.1. The data sub-segment length 𝑇 is 10 minutes,
and the sliding step Δ𝑇 is 1 minute. Historical memory
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Figure 22: Maximum height of far blind spot during a
VIV event.

length 𝑀 is set to 5, and the future prediction step 𝑁
is taken as 1, 3, 5, 7, and 9, respectively. As a result,
datasets with different prediction steps were created.
Each contains approximately 13,920 samples. Here,
the index and feature values are obtained by averaging
the three measurement points on one side of the main
span. According to the statistics of the 67 VIV events,
the range of wind speeds during VIV is [𝑣VIV] =
[4, 12] m/s, and that of wind directions is [𝜃VIV] =
[30, 60]◦ ∪ [210, 240]◦, which are nearly perpendicular
to the bridge axis.

The number of SDE-Net layers in the network is
taken as 4. The network is trained using the mini-batch
gradient descent method with a batch size of 16. The
training process involves 400 epochs, and the learning
rate is 0.0001. Figure 23 shows the convergence of
the training loss. It suggests that the model converges
under different prediction steps. As the prediction step
increases, the convergent loss increases, indicating that
a smaller prediction step results in a higher correlation
between the predicted outcomes and the information in
the current sample, leading to better model training per-
formance. Conversely, a larger prediction step results
in a lower correlation between the predicted outcomes
and the information contained in the current sample,
leading to poorer model training performance.

Two VIV events are used for testing. Event 1 oc-
curred on April 14, 2019, and Event 2 on July 3, 2021.
The predicted results are shown in Figure 24. Observ-
ing prediction results of VIV event 1 (Figure 24(a))
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Figure 23: Training loss.

and event 2 (Figure 24(b)). The predicted values with a
prediction step size of 1 to 9 minutes have a deviation
from the truth, and the trend of the predictions is in line
with the actual. As the prediction step size increases,
there are instances where the actual values exceed the
predicted range. The deviation and the variance (i.e.,
the uncertainty of the predicted results) between the
predicted value and the actual value increase with the
increase of the prediction step. Larger prediction steps
lead to more significant changes in factors such as wind
conditions, thereby diminishing the causal relationship
between historical features and future index, making it
challenging to capture the patterns of structural vibra-
tions. However, from the test results, it is possible to
predict the VIV index 5 to 9 minutes in advance, and
then predict whether VIV will occur.

VIV amplitude prediction As shown in Section 2.5.2,
when predicting that VIV will occur or identifying that
VIV has already occurred, to predict the stable ampli-
tude that the structure will converge to, it is necessary
to determine the relationship between aerodynamic
parameters (𝑌1 and 𝜀) and wind speed based on his-
torical VIV data in advance. For the 6th vertical VIV,
we selected 8 VIV events with good morphological
development (i.e., obvious development, stability, and
decaying periods) from historical monitoring data and
used the method in Section 2.5.2 to obtain the varia-
tions of the aerodynamic parameters 𝑌1 and 𝜀with wind
speed, which are shown in Figures 25(a) and 25(b).
The measured stable amplitudes and the computed ones
obtained from Equation 40 are presented in Figure
25(c). The computed values are approximately 10%
lower than the measured, mainly because the measured
stable amplitudes are selected as the maximum values
of the response envelope, whereas due to the "peak-
and-fall" behavior of the response (see in Figure 18),

the computed stable amplitudes are supposed to be
smaller.

To verify the accuracy of calculating the stable
amplitude according to the measured wind, we take
another 6th order VIV event as an example. The cor-
responding wind speed for this event is 10.26 m/s. By
interpolating from Figures 25(a) and 25(b), we obtain
𝑌1 = 7.825 and 𝜀 = 319.87. Consequently, the cal-
culated stable amplitude is 5.326 cm, while the actual
amplitude is 8.567 cm. The large prediction deviation
can be because the actual variation laws between aero-
dynamic parameters and wind speed are complicated
much more, while the sparse data points in Figure 25
do not adequately reflect this variation law. In fact,
the parameters at the same wind speed should follow
a certain distribution rather than take a single value.
Only when there are sufficient data samples can reliable
results be obtained.

3.3. System implementation
Using some of the proposed methods, we devel-

oped a VIV monitoring system for Xihoumen Bridge,
which has been in operation for approximately two
years. The following will introduce some details and
the actual effects of the system.

3.3.1. Brief introduction of the system
The VIV monitoring system connects six three-

axis anemometers on the bridge deck, two propeller
anemometers on the tower, and eight vertical accel-
eration sensors on the girder from the existing SHM
system of the Xihoumen Bridge. The sensor layout is
shown in Figure 14. The original monitoring data is
transmitted to the local server for real-time analysis,
and the analysis results are returned to the front end
through a web service interface. The front end visual-
izes the results and displays them to the user (Figure
26(a)).

Figure 26(b) is the login interface of the system.
Figure 26(c) lists the system functions, including:

Home page: used to gather information about
VIV. Display the warning level, the time history
of the VIV index, the maximum and RMS values
of acceleration and dynamic displacement within
the past 5 minutes, the average value of wind
speed, information on the past three historical
VIV events, sensor layout, etc.
Exhibition of real-time data and analysis: used
to display the measured data and the core analy-
sis results, including:
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Figure 24: Prediction results of VIV index. (a) VIV event 1 happened on April 14, 2019. (b) VIV event 2 happened on
July 3, 2021. ( represents the prediction interval; represents the prediction error.)
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Figure 26: VIV monitoring system and designed functions. (a) Illustration of the VIV monitoring system. (b) Login
interface. (c) System functions list.

⊚ Time-history of acceleration: Display real-
time accelerations and statistical box plots
of the eight acceleration sensors on the
main span, with an update interval of 1
second.

⊚ Time-history of wind speed and the wind
rose: Display real-time wind speed, direc-
tion, turbulence, and wind rose plots of
six anemometers on the bridge deck and
two on the bridge tower. The duration for
calculating wind rose and turbulence is 10
minutes, with an update interval of 30 sec-
onds.

⊚ Time-history of dynamic displacement: Dis-
play the real-time dynamic displacement
integrated from acceleration and statistical
box plots at the eight measurement points,
with an update interval of 1 second.

⊚ Monitoring of VIV index and key status
parameters: Display the trajectory and time
history of the VIV index at all acceleration

sensors, and the structural status parame-
ters such as amplitude, phase, frequency,
and modal shape. Here, the calculation du-
ration is 1 minute, and the update interval
is 1 second.

⊚ Tracking of vibration parameters: Display
the spectrum of acceleration, and time his-
tory of the first eight instantaneous fre-
quencies and amplitudes at all times (VIV
and non-VIV), with a calculation time of
80 seconds and an update interval of 5
seconds.

History data management: used to query and
download historical monitoring data.
Warning information management: used to
query warning information.
Monitoring report: used to generate a VIV re-
port automatically once a VIV event ends. It will
record texts such as starting and ending times
of VIV, cumulative VIV occurrence times, the
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Table 5
Warning levels of VIV.

Level Light RMS (mg) Measure

IV <31.5 Keep monitoring
III 31.5∼50 Limit velocity
II 50∼80 Limit velocity and current
I >80 Close traffic

maximum amplitude of response, and warning
level. It will also record plots such as the time
history of acceleration, dynamic displacement,
VIV index, instantaneous frequency, instanta-
neous amplitude, and wind speed.
System settings: used to set up the system, in-
cluding system theme customization, VIV warn-
ing level management, etc.
Personnel management: used to add or remove
system administrators, modify permissions, etc.

It can be seen that the main methods used in this mon-
itoring system are VIV identification (Section 2.2) and
VIV tracking (Section 2.3). And the methods applied
to tracking the instantaneous frequency and amplitude
at all times are proposed by the author in [99, 100].

Considering that the VIV index is independent of
the amplitude of response, and at present, VIV warning
is generally set based on amplitude. We divide VIV
events into four levels according to the RMS value of
acceleration, as shown in Table 1. So far, no VIV events
with Level I and Level II responses have been found
according to the monitoring results.

3.3.2. System response to a VIV event
To demonstrate the effectiveness of our system, the

following introduced the system response to a specific
VIV event. Some results (screenshot of the system)
are shown in Figure 27. As we can see, the system
identified that the VIV occurred at 16:41:11 pm on
August 9, 2022, and the VIV response was classified
as Level III (Figure 27(a)). Furthermore, according to
the automatically generated VIV report, this VIV event
last about 2 hours, with a maximum amplitude of 14.26
cm and a maximum acceleration RMS value of 42.09
mg. Figures 27(b) and 27(c) are the time histories of
the VIV index corresponding to the acceleration of all
sensors and the trajectory maps of the index at 1∕4𝐿 of
the main span at the current time. It can be found that in
the current VIV situation, as expected, the value of the
VIV index is close to 1, and as expected, the trajectory
on the complex plane converges to a circle.

In fact, since its operation, the system has success-
fully captured multiple VIV events, providing powerful
support to bridge maintenance personnel for timely de-
tection of VIV, understanding structural conditions in
real-time, retrospective analysis, and making informed
and scientific decisions. The accumulated VIV data
also offer valuable on-site measurements for further
research on bridge VIV.

4. Discussion
4.1. On VIV identification-tracking-evaluation

The response of bridge VIV can reach tens of
centimeters or only a few centimeters. Although the 𝑅
index can accurately identify VIV at different vibration
levels, it also implies that large and small VIVs are
indistinguishable in terms of the 𝑅 index, making it
unsuitable for direct decision-making. Because for VIV
at different levels, it is clear that they should be treated
differently. In our system implementation, the different
levels of VIV warning are still divided by the magni-
tude of vibration acceleration or displacement, which
should be explored deeper. To this end, we propose a
solution that evaluates and categorizes VIV consider-
ing vibration-based driving comfort and vision-based
driving safety. We have made initial progress in getting
through relevant computational aspects. However, the
factors considered in this article are not comprehensive
enough. For example, when calculating the OVTV, we
only considered the vertical acceleration transmitted
from the bridge to the vehicle, neglecting inputs from
other DOFs and the influence of road roughness, which
will lead to underestimating the impact of VIV on
divers.

4.2. On VIV prediction
In Section 2.5, we utilize the statistical character-

istics of the wind field to determine whether VIV will
occur. However, this paper only considers the statistical
laws of wind speed and direction without considering
other influencing factors such as wind attack angle and
turbulence intensity. This limitation leads to inaccurate
predictions of VIV. Specifically, it results in a higher
false-positive rate. Macdonald et al.’s analysis of VIVs
of the Second Seven Crossing Bridge [47] showed
that when wind speed and direction locked into the
so-called VIV range, only 16% of the time that VIV
occurs, indicating the necessity for additional factors to
trigger VIV. In this paper, on the basis of determining
the occurrence of VIV according to wind speed and
direction, we utilize a neural network to predict the VIV
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Warning Level: IV III II I

VIV index at AC10
R=0.889

VIV index at AC12
R=0.893

Time: 2022-08-09 16:41:11

Time-histories of VIV index at all sensors

(a)

(c)(b)

Figure 27: System response to a VIV event. (a) Warning level. (b) The time history of the VIV index of all sensors.
(c) The VIV index of sensors AC10 and AC12.

index and judge again whether VIV will occur, which
can improve the accuracy of VIV prediction. However,
the feature vectors of the samples used to train the
neural network still only consider wind speed and di-
rection in terms of the wind field. In future research, it
is essential to incorporate factors such as wind attack
angle and turbulence intensity into the feature space.
Similarly, when predicting the stable amplitude of VIV,
these factors should also be included as independent
variables in the aerodynamic parameters.

In addition, increasing the sample size will signif-
icantly benefit the accuracy of VIV occurrence pre-
diction and stable amplitude prediction. Utilizing our
developed VIV monitoring system, VIV events can be
detected and saved promptly, allowing for the continu-
ous accumulation of VIV data samples and updates to
the database and related models.

When using the method proposed in Section 2.5.2
to calculate the stable amplitude of VIV, to obtain accu-
rate relationships between aerodynamic parameters and
wind speed, the developmental shape of VIV response
must conform to a trend of [exponential growth]-[stable
plateau]-[exponential decay]. Otherwise, it will lead
to imprecise parameter fitting results and affect the
accuracy of amplitude prediction.

4.3. On construction of VIV monitoring system
At present, the VIV monitoring system we es-

tablished primarily focuses on VIV identification and
structural status tracking. And the research content in

the paper on VIV evaluation, VIV occurrence predic-
tion, and VIV stable amplitude prediction has not been
integrated into the system. We will consider imple-
menting these functionalities online in the future. The
monitoring system exhibits good versatility, which can
be applied to other structures prone to VIV, such as
cables/hangers of bridges, towers, and offshore wind
turbines.

5. Conclusion
In response to the frequent occurrence of VIV

during the operation of long-span bridges and the ne-
cessity of monitoring it, this paper presents a com-
prehensive scheme for intelligent VIV perception and
prediction and provides corresponding technical imple-
mentations. It focuses on the real-time identification of
VIV, online tracking of structural key state parameters
during VIV, and driving evaluation based on comfort
and safety. Meanwhile, it explored the prediction of
VIV occurrence in advance and the estimation of VIV
stable amplitude. Feasibility of the proposed methods
is verified through the historical VIV data of two long-
span suspension bridges. Furthermore, a VIV monitor-
ing system for one of the bridges is established based on
the proposed VIV identification and tracking methods.
Effectiveness of the system is confirmed by practices.
It plays a positive and significant role in structural
maintenance and management.
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Monitoring-based VIV perception (identification-
tracking-evaluation) and prediction can significantly
aid bridge managers in responding to VIV events
promptly, calmly, and reasonably. Moreover, it can en-
hance the comprehension of structural VIVs. Research
in this field involves knowledge and technology in
multiple domains, such as fluid mechanics, structural
mechanics, and control theory. Future research on
VIV needs to expand interdisciplinary cooperation
while combining field measurements and numerical
simulations to promote the solution to VIV issues
in engineering structures. The ultimate objective of
structural VIV monitoring is not solely to observe but
to precisely control it. Current control methods for VIV
are mainly passive and manually intervened, which
suffer from obvious time-lag and are hard to suppress
VIV responses effectively. Intelligent and adaptive
control based on monitoring information feedback
hold promising potential for playing a crucial role in
addressing bridge VIV control problems.

Due to space limitations, the author cannot elabo-
rate on the details of each method and consolidate them
into a single article (although this article is no longer
short). Therefore, the focus of this article is to pro-
vide a comprehensive picture of the proposed technical
framework of intelligent perception and prediction for
bridge VIV and concise descriptions of the methods
used, ensuring consistency and readability of the pa-
per. More detailed explanations of VIV prediction and
evaluation will be presented in subsequent articles.
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