Influence of insulation defects on the thermal performance of walls. An experimental and numerical investigation
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Abstract: The addition of insulating layers on vertical walls of buildings is a common practice for providing a higher thermal insulation of the envelope. Workmanship defects, however, might influence the effectiveness of such insulation strategy. Damaged materials, incorrect installation, use of aged or weathered materials might alter the capability of reducing heat transfer through the envelope, whether vertical or sloped. In this work, drawbacks caused by the wrong installation of insulating material and by damaged material are assessed. A specimen wall was investigated by experimental and numerical approaches, the latter carried out by using COMSOL Multiphysics®. Results are compared and discussed.
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1. Introduction

High energy consumptions in the building sector (about 32% of total global final energy use), addressed for a share of 34% to space heating [1], are pushing research activities in finding the best solution to avoid, shift and reduce heat waves or losses [2-6].
A key role in this scenario is played by the renovation and refurbishment of the built environment [7, 8]. Such interventions represent the main opportunity of energy efficiency for urban context that, due to energy policies or to reasons of force majeure, face the challenge of building renovation. The latter is the case of the city of L’Aquila, in central Italy, that in 2009 was hit by a violent earthquake; most of buildings (both private and public) has undergone (or is still undergoing) reconstruction or renovation [9, 10]. The natural disaster, therefore, has given the opportunity to intervene on several buildings and to improve the energy efficiency. In this sense, the most rapid and common adopted strategy is the addition of insulating layer (the so called ETICS that stands for External Thermal Insulation Composite System). The effectiveness of this solution depends not only on the quality of employed materials, but also on how workmen laid the materials. Each error, damage or omission that occurs during the construction phase might increase the energy performance gap, that is, the difference between predicted and measured energy performance.

Several works deal with defects taxonomy, aiming at providing a definition of “defects” and a possible classification, the phase of occurrence (project, construction or management phase), their major causes and the influences on building thermal performance [11-14]. Several kinds of defects are accounted [13], like detachments, incorrect installation, discontinuities, gaps and thermal bridging. Incorrect installation is one of the most frequent workmanship defects [14]. Obviously, defects can worsen the capabilities and features of the assets on which occur, and quality defects (like those mentioned before) can impact buildings thermal performance, causing local increase of thermal losses, and leading to higher energy consumption.

An aid for a better evaluation of building features is provided by software and tools [15-17]. The possibility of investigating building elements by using simulation and computer tools is widening the study of new materials and solutions for the realization or renovation of the built environment. In this sense, calculation codes can reproduce or simulate building elements energy performances, thus they allow to infer the thermal response of elements under different conditions.

Several simulation tools are available, both open source and commercial. Amongst these, COMSOL Multiphysics® is spreading. It is a software platform based on advanced numerical methods that allows the modeling and simulation of physical problems [18].

As shown in recent literature, COMSOL Multiphysics® can be employed for studying several and different building related problems [19-25]; numerical result can be validated by comparison with various control
systems such as thermo-flowmeters, thermocouples (as in the case under analysis), and thermographic
techniques [26].

However, none of the works available in literature, at the best of authors’ knowledge, deals with the
employment of COMSOL Multiphysics® for the modeling of the effects of workmanship defects during the
installation of materials in buildings, although the issue is quite important.

This paper aims to understand how relevant workmanship defects can be on wall thermal performance.

2. Materials and methods

In this paper, the effects on the temperature field caused by defects in insulating panels were assessed both
via COMSOL Multiphysics® and via experimental measuring campaigns.

Two expanded polystyrene (EPS) panels were mounted on a specimen wall: a defective and a flawless one.
Tests have been carried out in a controlled environment (i.e. a hot box). Heat flow and temperatures were
measured on defects and on the flawless panel. A numerical model was then realized by COMSOL
Multiphysics®. Numerical results were, then, validated by comparison with superficial temperatures
measured, becoming a helpful tool to quantify possible heat losses on buildings.

The paper is structured as follows: section 2 describes the employed methods (the experimental
measurements set up, its numerical model, together with the physics of the numerical simulation and the
solver mesh). Section 3 reports experimental and numerical data. Section 4, devoted to conclusions,
completes the paper.

In this section, the set up employed for experimental campaign is described, together with the numerical
model, its governing equations and mesh spacing used for comparison. The assessment procedure of defects
effects that relies on the coupling between laboratory data and numerical modeling is shown in Figure 1.
2.1 Test setup

This paper presents the numerical model, built with COMSOL Multiphysics®, of heat transfer through defective and flawless insulation employed as ETICS. The model replicates the realized experimental setup. For the purpose, two EPS panels, whose sizes are 48 cm x 198 cm x 8 cm (LxHxW), were employed: a flawless panel (FP of Figure 2), and a defective one (DP of Figure 2). To replicate a discontinuity of insulation layer, a small piece of the adjacent side of the panels was left without adhesive.

For choosing the defect dimensions, the following considerations were taken into account:

- A defect should be large enough to allow the placing of the flux plate and of the temperature probe in its proximity;
- A defect should be as far as possible from discontinuities since they can cause side effects;
- Defects should not interfere with each other.

Therefore, following a symmetric criterion, the experimental setup shown in Figure 2 was realized. P1 indicates the bonding defect; P2 is a void in the panels, that is, a piece of panel partially hollowed, replicating what occurs for sheaths and wires passage. Sizes of defect P2 are 5 cm x 30 cm x 3 cm (LxHxW), and its layout is show in section A-A’. Point P3 represents a sound area on the flawless panel.
The defects length was chosen starting from the assumption proposed in a recent work [12] dealing with insulation defect. In [12], monolayer specimens, whose dimensions were 30 cm x 30 cm, were tested by using a hot plate device, and five defect typologies were investigated, assessing their thermal conductance also according to various aspect ratios. The setup was conceived to reduce edge effects on such small samples.

In our tests, the experimental setup is based on samples of insulating layers, applied on a wall large enough to reproduce real condition of heat losses that might occur on a building. To guarantee accurate results, a controlled environment was chosen. Therefore, tests were performed in a guarded hot box (GHB).

Panels were glued on the specimen wall of a hot box: the final assembly is shown in Figure 3, together with materials thickness (d) [m] and thermal conductivity (k) [W/(m·K)].
As operating principle, a hot box consists of two chambers whose temperatures can be set by acting on a cooling and a heating system (for the cold and hot side, respectively), while the wall under investigation is interposed between the chambers. This system allows setting, on the boundaries of the specimen wall, the desired temperatures.

In this test, a guarded hot box was employed (Figure 4). It is equipped with a cold chamber (CC) and a hot chamber; the latter is composed by a smaller chamber, called metering box (MB) [27, 28], that allows to better confine heat and to prevent two- or three-dimensional heat losses in the wall center. Thus, there is a guard box (GB) that surrounds the metering box.
CC: cold chamber (sizes: 300 cm x 300 cm) – galvanized steel sheets (0.1 cm) separated by a layer of expanded polyurethane (10 cm)

GB: guard box (sizes: 300 cm x 300 cm) – galvanized steel sheets (0.1 cm) separated by a layer of expanded polyurethane (10 cm)

MB: metering box (sizes: 180 cm x 180 cm) – galvanized steel sheets (0.1 cm) separated by a layer of expanded polyurethane (10 cm)

1: grid fans
2: electric resistances
3: fans
4: metering box support
5: metering box railing

Figure 4. Drawing of the hot box, with sizes and equipment: a) cold chamber; b) hot chamber.

Measurements were carried by clamping the hot chamber to the wall, and by leaving the other side facing the facility that hosts the hot box that, in this way, acts as a cold chamber. The laboratory has an air handling unit to control its temperature.

Regarding the test, three heat flow meters were installed, one for each defect plus one for the flawless panel. Therefore, a flux plate and two temperature probes were mounted for each point of Figure 2.

Flux plates were placed after applying a thin layer of thermal compound, to enhance heat.

Pairs of temperature probes (Pt100 type) were mounted for each point, on the hot and cold wall face, one in correspondence to the other. Moreover, probes on the hot side were placed in proximity of the flux plates. A
data set consisting of heat flow rate, wall temperature on the hot and cold side, air temperature of the hot
camera and of the facility was recorded every 10 min and stored by a DeltaT DL2 logger. The measurement
campaign lasted 72 hours. This duration was chosen following on one hand the requirement of ISO 9869
[29], that suggests a lasting that is an integer multiple of 24 hours, and on the other hand indication from
standard ISO 8990 [30], that does not provide a minimum lasting for measurement via hot boxes, but gives
an example criterion for the definition of the steady-state condition.

Following the remarks given in [29], and considering that measurement campaigns are taken under
controlled conditions (Hot Box in a laboratory), errors in temperature measurements are assumed within 5%
and errors in conductance measurements are assumed about 15%.

2.2 Description of the numerical model

The numerical model describes a wall, as shown in Figure 3. The back of the wall (indicated by a red
thermometer in Figure 3) was placed in contact with the hot-side surface of the hot box. In the numerical
model, this was represented by a volume, consisting of an air fluid and reproducing the geometry of the
chamber. This choice was needed to avoid the imposition of a surface temperature on the wall in a direct
way. By directly assigning a surface temperature boundary condition, the model would be numerically
forced. To obtain a behavior like the real case, a virtual box (consisting of air) with a thickness of 500 mm
was dimensioned.

The temperature boundary condition was imposed on the contour surface of the air box placed opposite to
the interface with the analyzed wall. About the contact conditions between the virtual air box and the
supporting structure, continuity conditions for the temperature field have been assigned. For the remaining
four contour surfaces representing the thickness of the air box, the condition \(-n(\mathbf{k}\nabla T)\) was assigned to avoid
the constraint of the temperature in the area proximal to the wall.

In contact with the concrete structure, the polystyrene panels have been reported. The interface between the
latter and the structural part has been modeled using a layer of glue.
A splitting area has been represented; it was conceived as an imperfection of contact with respect to the thickness of the polystyrene panels, assuming the lack of adhesive as an inclusion of air. The latter was realized through a cavity having a rectangular section. Furthermore, in the right-hand panel an additional cavity has been created (as indicated in Figure 2, by P2) which also defines a lack of material. The cold chamber was represented similarly to the hot chamber. The relative boundary conditions were imposed with the same procedure described for the hot chamber. Figure 5 shows the geometry of the model, while Figure 6 represents the elements in relation to the materials being analyzed.

Figure 5. Complete model geometry.
Figure 6. Elements of the model according to the analyzed materials: a) hot chamber (air), b) structural wall, c) polystyrene, d) glue, e) defects (air inclusions), and f) cold chamber.
2.3 Physics of the numerical simulation

The model has a set of governing equations consisting of three mathematical relations: the heat transfer in solid [31] which deals with modeling the elements considered to be free of porosity in the model, the heat transfer in porous media [32] and, finally, the heat transfer in fluids [33] which develops the temperature field in the air fluid.

The first relation is represented by the following equation:

$$\rho C_p \frac{dT}{dt} + \rho C_p \mathbf{u} \cdot \nabla T = \nabla \cdot \left( \frac{k \nabla T}{-q} \right) + Q$$

in which $q$ is the heat flux vector field, i.e., the Fourier’s law of heat conduction. Eq. 1 characterizes the behavior of the components shown in Figure 6b. The mathematical equations related to porous elements are:

$$\left( \rho C_p \right)_{\text{eff}} \frac{dT}{dt} + \rho C_p \mathbf{u} \cdot \nabla T = \nabla \cdot \left( \frac{k_{\text{eff}} \nabla T}{q} \right) + Q + Q_{vd} + Q_{p}$$

$$\left( \rho C_p \right)_{\text{eff}} = \theta_p \rho_p C_{p,p} + (1 - \theta_p) \rho C_p$$

$$k_{\text{eff}} = \theta_p k_p + (1 - \theta_p) k$$

where, at the porosity of the polystyrene has been linked a $\Theta_p$ equal to 0.2 [34, 35]. For the heat transfer in fluids, Eq.2 was used with the density expressed as indicated in Eq. 5:

$$\rho = \frac{p_A}{R_s T}$$

The variables in Eq. 1 - 5 are described in Table 1.
Table 1. List of variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>Thermal conductance [W/(m²·K)]</td>
</tr>
<tr>
<td>q</td>
<td>Density of heat flow rate or heat flux [W/m²]</td>
</tr>
<tr>
<td>ρ</td>
<td>Density [kg/m³]</td>
</tr>
<tr>
<td>CP</td>
<td>Specific heat at constant pressure [J/(kg·K)]</td>
</tr>
<tr>
<td>k</td>
<td>Thermal conductivity tensor [W/(m·K)]</td>
</tr>
<tr>
<td>T</td>
<td>Temperature [K]</td>
</tr>
<tr>
<td>Q</td>
<td>Heat source [J]</td>
</tr>
<tr>
<td>(pCp)eff</td>
<td>Effective volumetric heat capacity at constant pressure</td>
</tr>
<tr>
<td>k_eff</td>
<td>Effective thermal conductivity tensor [W/(m·K)]</td>
</tr>
<tr>
<td>CP,p</td>
<td>Specific heat at constant pressure for porous materials[J/(kg·K)]</td>
</tr>
<tr>
<td>Ω_p</td>
<td>Volume fraction porous materials</td>
</tr>
<tr>
<td>ρ_p</td>
<td>Density porous materials [kg/m³]</td>
</tr>
<tr>
<td>k_p</td>
<td>Thermal conductivity composite materials [W/(m·K)]</td>
</tr>
<tr>
<td>QVD</td>
<td>Heat sources viscous dissipation [W/m³]</td>
</tr>
<tr>
<td>Qp</td>
<td>Heat sources pressure work [W/m³]</td>
</tr>
<tr>
<td>p_a</td>
<td>Absolute pressure [Pa]</td>
</tr>
<tr>
<td>R_S</td>
<td>Specific gas constant [J/(kg·K)]</td>
</tr>
</tbody>
</table>

The terms present in Eq. 5, *i.e.*, \( p_A \) [Pa] and \( R_S \), are calculated for the air according to the instantaneous temperature conditions.

2.4 Solver mesh and materials of the numerical simulation

The 3D numerical model required a tetrahedral mesh throughout the structure. After the convergence analysis of the mesh, it was possible to bring the minimum quality limit to a very low value, *i.e.*, \( 8.89 \times 10^{-7} \). The number of elements of the domain is equal to 444539. To obtain this result, a scaling was performed along the X, Y and Z directions of the mesh, according to the absolute reference of the model. Table 2 shows the setting indications of the mesh.
Table 2. Mesh of the numerical model.

<table>
<thead>
<tr>
<th>Parts of model</th>
<th>X - direction scale</th>
<th>Y - direction scale</th>
<th>Z – direction scale</th>
<th>Domain elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plaster</td>
<td>0.05</td>
<td>1</td>
<td>0.05</td>
<td>28506</td>
</tr>
<tr>
<td>Glue (panel-wall)</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
<td>9897</td>
</tr>
<tr>
<td>Glue (panel-panel)</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
<td>10973</td>
</tr>
<tr>
<td>Defect in panel</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>88</td>
</tr>
<tr>
<td>Panel</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
<td>73308</td>
</tr>
<tr>
<td>Chamber</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>321767</td>
</tr>
</tbody>
</table>

The convergence analysis was carried out to evaluate the performance of the mesh in terms of optimization of the discretization of D.o.F. (Degrees of Freedom) inherent to the geometry analyzed. A mesh approximates to the best a structure when the D.o.F. (calculated through the nodes) discretize smaller and smaller volumes of the solid of interest. On the contrary, the increase in the number of nodes involves a greater number of corresponding equations and, therefore, a greater computational cost. For this reason, through specific optimization procedures of the number of nodal elements constituting the mesh, it is necessary evaluate the appropriate dimension of the element approximating the volume under analysis. It has been found from the geometrical characteristics of the model analyzed that for a dimension of the mesh elements equal to 70 [mm], it was possible to observe the lowerest D.o.F. and, therefore, a lower computational cost. Figure 7 shows the trend of the D.o.F. evaluated according to the maximum size assumed by the mesh element approximating the real geometry. The x-axis shows the maximum sizes of the element for a range from 30 [mm] to 140 [mm]. The choice of this interval took place after the verification of stability of the calculated solutions satisfying the initial conditions. This, per each dimension of the interval previously explained.
In Figure 8, the mesh of the model is shown.

The model was analyzed with a *fully coupled time dependent solver* for the physics, while a *multigrid* approach was implemented for the geometrical model. The latter was solved with a *Direct* approach.

The selected materials in terms of densities assumed are shown in Table 3.
Table 3. The selected materials and their densities.

<table>
<thead>
<tr>
<th>Materials</th>
<th>Density $[\text{kg/m}^3]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air [36]</td>
<td>1.204</td>
</tr>
<tr>
<td>Polystyrene [37]</td>
<td>18</td>
</tr>
<tr>
<td>Glue [38]</td>
<td>1700</td>
</tr>
<tr>
<td>Concrete [39]</td>
<td>2240</td>
</tr>
<tr>
<td>Plaster [40]</td>
<td>802.01</td>
</tr>
</tbody>
</table>

All the other parameters relating to the thermo-physical characteristics are shown in Figure 3 along with the thicknesses.

3 Results

3.1 Experimental data

Data acquired by probes were wall temperature on the hot side $T_{h,w}$ [$^\circ$C], on the cold side $T_{c,w}$ [$^\circ$C], and the density of heat flow rate $q$ [W/m$^2$]. Those data refer to the studied points (namely, P1, P2 and P3), whose location and characteristics are shown in Figure 2. Air temperature in the hot chamber and in the facility that hosted the setup were also recorded, and constituted the input data for the numerical model. Temperature profiles and density of heat flow rate over a 72-h period are shown in Figure 9a and 9b respectively.
Figure 9. Profiles of instantaneous values of: a) temperatures; b) heat fluxes.

Wall temperatures on the hot side have oscillation with maximum amplitude of 0.5 °C, while air temperature in the hot chamber, that is, the driving force of the heat exchange phenomenon, has an oscillating trend with maximum amplitude of 0.6 °C.

Air on the cold side replicates the outdoor oscillation due to the alternating day/night cycles, and its maximum amplitude is 3.4 °C. Wall temperatures on the cold side have the same oscillating trend, with amplitudes comprise between 4.1 °C (for P2) and 4.5 °C (for P1).

Heat fluxes recorded for the three points are shown in Figure 9b. Trends are similar but appear shifted each other. Heat fluxes on P1 are higher than those on P2 that are higher than those on P3. It is interesting to
analyze these results in terms of percentage difference (Figure 10) from P3 that is on a “sound area”.

Percentage difference between heat flux on P1 and P3 is quite regular, having a mean value of 20.5%; percentage difference between heat flux on P2 and P3 is more stable, and has a mean value of 16.1%.

By employing HFMs, it is possible to evaluate the thermal conductance on measured points for each \( i \)-th of the \( n \) measurements, as the ratio between the heat flux and the difference between superficial temperatures on the hot and cold side, Eq. (6):

\[
C_i = \frac{q_i}{T_{h,w,i} - T_{c,w,i}}
\]  

By applying the average method [29], as per Eq. (7), it is possible to assess the averaged trend of conductances, distinguished in the following by subscripts that refer to the measured points.

\[
C = \frac{\sum_{i=1}^{n} q_i}{\sum_{i=1}^{n} (T_{h,w,i} - T_{c,w,i})}
\]  

Figure 11 and Figure 12 show, respectively, percentage and absolute difference of averaged thermal conductances, compared to values on P3 (sound area). Absolute differences have dumped oscillating trends, with maximum values marked in the Figure.
Given the results shown in Figure 11 and Figure 12, the defect type that most affects the insulating capability is the void (P2). Nevertheless, defect P1 is more likely to occur on real walls.
3.2 Numerical data

The numerical model shows for the surfaces in contact with the hot chamber and the cold chamber, the virtual probes useful for the control of the wall surface temperatures. In Figure 13, the probes as they appear in COMSOL Multiphysics® are added.
Figure 13. Positions of the virtual probes on the wall surface of the cold chamber: a) center of the polystyrene panel \((P3)\), b) center of the defect of gluing (air \(P1)\), c) center of the “batten” made of air \(P2)\).

In Figure 13, only the virtual probes of the cold chamber are reported because concerning the side of the hot chamber, the probes are only translated with respect to the \(Y\) axis up to the contact with the foremost plaster surface.
In Figure 14, the temperature trends of the virtual probes are shown. The curve with the highest temperature values in Figure 14 represents the trend of the temperature field of the hot chamber. The input values of the numerical model are exactly coincident with the measured case. This because the temperature profile used in the hot box was set by the authors. For the temperature profile of the cold chamber, the trend highlighted by the curve with the smaller values is obtained. It is coincident with the real case, too.

The remaining curves identify the temperature profile trends coming from the virtual probes, for the surfaces near to both the hot and cold chamber. The initial values reported by the virtual probes were retrieved thanks to a first calculation step, *i.e.* by evaluating the equilibrium temperature of the system in stationary conditions at the initial instant. The values obtained per probe from this analysis were used as initial conditions in the final model. By a comparison of the trends of the curves measured in Figure 9a and those simulated in Figure 14, it is possible to see an agreement in the behavior both in terms of oscillation and values. Also, the alternation in the position of the curves indicating P1, P2, and P3 is met. On one hand, the temperature profiles of the probes related to the side of the hot chamber are in perfect agreement with the measured case. On the other hand, the temperature profiles of the probes installed on the surface in contact with the cold chamber are oscillating with the same period of temperature set for the cold environment. Where the cold
chamber has peaks of temperature (at ≈ 600, 2000 and 3400 min), the probe trends intersect the room temperature curve.

In Figure 9a, the intersection between the room temperature and the curves indicating the probe temperatures does not occur. If the model is forced by the boundary conditions, it would not have been possible to verify a crossing between the probe trends and the room temperature curve representing the cold chamber. Therefore, this proves that the model is free to evolve despite being placed between two environments at assigned temperature.

In Figure 15, the trend of the heat flux evaluated in correspondence with P1, P2 and P3 is shown.

![Figure 15. Heat flux trend.](image)

The trend shown in Figure 15 is the simulated heat flux. Comparing the trends with respect to the curve of Figure 9b, the values of the heat flux are of the same order of magnitude. For the simulated case, the maximum peak is ≈ 10.2 [W/m²] with respect to the peak of the measured value of ≈ 11 [W/m²]. Unless this difference, the curves for P1, P2 and P3 are in the same sequence but with a slight shift of the oscillation with respect to time.

The starting from zero for the simulated case is typical of the numerical model. At the initial instant of the calculation, the temperature parameters are assigned as boundary conditions; they assume a non-zero value. No condition was set for the thermal flux; therefore, the system assigned a value equal to zero. Only after the calculation, in the central points of the mesh is linked a value of the heat flux.
From the analysis carried out by COMSOL Multiphysics®, it is possible to see that the model predicts the
trends with good agreement with respect to the real case.

3.3 Results comparison

Results from measurements and modeling can differ due to several factors: instrumentation calibration, data
acquisition error, boundary condition variation, biased materials characteristics, governing equation, etc.
However, to compare and discuss results, in terms of thermal conductance, of simulations (S) and of
experimental survey (M), the root mean square error (RMSE), the mean absolute error (MAE) and the mean
bias error (MBE) have been employed [41]. Such values have been calculated according to Equations (8-10),
where \( n \) is the number of data, and are shown in Table 4.

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (S - M)^2}{n}} \quad (8)
\]
\[
MAE = \frac{\sum_{i=1}^{n} |S - M|}{n} \quad (9)
\]
\[
MBE = \frac{\sum_{i=1}^{n} S - M}{n} \quad (10)
\]

Table 4. RMSE, MAE and MBE between simulated and experimental values.

<table>
<thead>
<tr>
<th>C_P1</th>
<th>C_P2</th>
<th>C_P3</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE [W/(m(^2)K)]</td>
<td>0.17</td>
<td>0.17</td>
</tr>
<tr>
<td>MAE [W/(m(^2)K)]</td>
<td>0.16</td>
<td>0.15</td>
</tr>
<tr>
<td>MBE [W/(m(^2)K)]</td>
<td>-0.16</td>
<td>-0.15</td>
</tr>
</tbody>
</table>

Given the results analysis shown in Table 4, it is possible to infer that there is a good agreement between
experimental and numerical results on the flawless point P3, since MBE and MAE are lower than or equal to
0.05 W/(m\(^2\)K). There is an acceptable agreement between results of P2 and P1 (panels defects), too; in these
cases, differences are of the order of 15-16%.
Conclusions

The frequent recourse to the employment of ETICS for the reduction of building thermal losses implies the need for the evaluation of workmanship defects during its installation. A few works in literature deal with this issue, and none has been carried out of specimen wall. This paper aims at filling this gap, and it deals with the evaluation of the effects of defects on insulating capabilities of EPS panels.

Particularly, workmanship defects have been reproduced on twin panels glued on a specimen wall belonging to a guarded hot box (GHB). The use of a GHB allowed the temperature setting on one side of the wall (hot side), while the other side was kept in contact with the air of the facility that hosts the GHB, equipped with an air handling unit. The set up aims at mimicking what might occur on real wall refurbished with the addition of an external insulating panel in case of panel corruption. Two kinds of defects were reproduced: (i) the lack of continuity of the insulation layer, caused for instance by the absence of adhesive/glue between two adjacent panels (namely, defect P1); (ii) a partial void on panel, caused for instance by sheaths and wires passage (namely, defect P2).

Sizes and location of defects were properly chosen, according to previous literature experiences.

Three reference points (one for each defect plus one on a “sound area”–point P3) were selected for the measuring campaign, based on the heat flow meter method. Therefore, three heat flux plates and six surface temperature probes were installed on the reference points, to evaluate the effects of defects on the thermal conductance of the wall.

Moreover, two probes monitored and logged the air temperature on the hot and cold side of the wall. These data constituted the input (as boundary conditions) of the numerical model developed by the authors using COMSOL Multiphysics®. The model faithfully represents the wall, the panels, and the two defects and, moreover, has virtual probes for the temperature and flux evaluation in correspondence to the reference points. Model’s governing equations also consider the porosity of the insulating panels.

Experimental results were compared with the numerical responses gathered by the finite element analysis.

The following outcomes can be pointed out from the results:

- Wall temperatures on the hot side have the same oscillating trend of the air temperature, the latter being conditioned by the heating system of the GHB. Temperature of P1 is higher (0.88 °C on
average) of that of P3, that differs by 0.62 °C (on average) from that of P2. This implies that the air
cavity of P2 lowers the wall temperature on the cold side;

- Wall temperatures on the cold side have the same oscillating trend of the air temperature, the latter
  being conditioned by the air handling unit of the laboratory. Temperatures of P1, P2 and P3 on the
cold side are quite similar, as shown in Figure 9a). This implies that the effects of defects on
temperatures on the cold side are smoothened. Moreover, wall temperatures on the cold side seem to
differ more when the three peaks are reached;

- By comparing instantaneous values of heat flux measured on the flawless point and on the two
defects, it can be pointed out that flux on P1 and on P2 differ on average by 20.5% and 16.1%
respectively from flux on P3. That is, the heat flux that crosses the wall with a bonding defect is one-
fifth bigger than that crossing the sound area;

- The defect type that much worsens the insulating capability is the void (P2). Nevertheless, defect P1
  is more likely to occur on real walls;

- The finite element model proposed fully represents the heat exchange phenomena occurred during
  the measuring campaign. This is due on one hand on the proper choice of the governing equations,
  that include the evaluation of materials porosity, on the other hand on the accurate modeling of
  materials properties, to which the model seemed quite sensitive;

- The initial values reported by the virtual probes were retrieved thanks to a first calculation step. This
  was needed to evaluate the equilibrium temperature of the system in stationary conditions at the
  initial instant. The values obtained by using probes from this analysis were used as initial conditions
  in the final model;

- Comparing measured and modeled temperatures trends, it is possible to see an agreement in the
  behavior both in terms of oscillation and values. Also, the alternation in the position of the curves
  indicating P1, P2, and P3 is met;

- The numerical model, with its proper equations, is free to evolve despite being placed between two
  environments (hot and cold chamber) at assigned temperature.
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