Novel Convolutional Transformer for Autonomous Driving

John Feng
j4480481@gmail.com

Abstract. A crucial component of an autonomous driving vehicle (ADV) is the machine learning, which is able to drive towards a desired destination. Nowadays, there are different paradigms addressing the development of ADV. On the one hand, the modular pipelines, which divide the driving task into sub-tasks such as perception and maneuver planning and control. On the other hand, the end-to-end driving approaches that try to learn a direct mapping from input raw sensor data to vehicle control signals. The later are relatively less studied, but are gaining popularity since they are simple and save computational cost. In this project, we focus on the end-to-end autonomous driving. How should representations from complementary modality be integrated for end-to-end autonomous driving? Recent multi-modal methods have shown that complementing RGB images with depth and semantics has the potential to improve driving performance. However, those methods can’t fuse the multi-modal input well and may negatively affect driving performance. Therefore, in this project, we propose the multi-modal transformer to integrate the sensor information. We also apply the auto-regressive method for the temporal reasoning to predict the waypoint. Finally, in order to address the semantic gap between the waypoint values and sensor features, we will tokenize the waypoint values and equip the model with the ability to learn the representation of them. We experimentally validate the efficacy of our approach in urban settings involving complex scenarios using the CARLA urban driving simulator. Our code is available in the attached files.
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1 Introduction

The solutions to autonomous driving can be divided into two streams: Traditional Stack (Figure 1(a)) and end-to-end sensorimotor(Figure 1(b)). The traditional solution divides the overall driving task into multiple subtasks, including perception, prediction, planning, and control. Thanks to the rapid development of machine learning, the end-to-end solution can omit all the subtasks of the modular solution by building a mapping from high dimensional raw inputs of sensors directly to vehicle control command outputs [2]. In this way, the end-to-end solution can significantly reduce the complexity of the autonomous driving
Fig. 1. Illustration of Traditional Stack and End-to-end Stack in autonomous driving. The traditional stack divides the overall driving task into multiple subtasks, including perception, prediction, planning, and control.

End-to-end autonomous driving utilizes a deep neural network, which takes raw data from sensors (e.g., images from cameras, point cloud from Lidar) as inputs and outputs control commands (e.g. throttle, brake, and steering angle) or planing (e.g. trajectory), to drive a vehicle. Although it does not explicitly divide the driving task into several sub-modules, the network itself can be divided into two coupled parts in terms of functionalities, i.e. the environmental perception part and the driving policy part. The perception part is usually a CNN, which takes an image as the input and generates a low dimensional feature representation. The latent feature representation is subsequently connected to the driving policy module, which is typically a fully connected network, generating control commands as output. The vehicle control commands are used as the only supervision signals in a large amount of literature. These control signals are capable of supervising the network to learn driving commands while finding features related to driving tasks [33], such as lane markers and obsta-
cles [33]. However, such supervisions may not be strong enough to yield a good latent representation of the driving scene, and thus result in overfitting and lack of generalization capability and deteriorate the distributional shift problem [3]. Therefore, learning a good latent representation of the driving scene is of great importance for further improving the performance of end-to-end autonomous driving.

In this project, we focus on the end-to-end autonomous driving. How should representations from complementary sensors be integrated for end-to-end autonomous driving? Recent multi-modal methods have shown that complementing RGB images with depth and semantics has the potential to improve driving performance. However, those methods can’t fuse the multi-modal input well and may negatively affect driving performance. Therefore, in this project, we propose the multi-modal transformer to integrate the sensor information. We also apply the auto-regressive method for the temporal reasoning to predict the waypoint. Finally, in order to address the semantic gap between the waypoint values and sensor features, we will tokenize the waypoint values and equip the model with the ability to learn the representation of them.

To summarise, this work makes the following contributions,

1. We present a differentiable self-adaptive convolution (DSAC), which not only has powerful representation ability but also maintains model complexity. And DSAC can be used to replace the multi-model methods’ traditional convolution in end-to-end autonomous driving.
2. We propose Multi-modal transformer to integrate the multi-modal input information, Auto-regressive method for the temporal reasoning to predict the waypoint and tokenized representation learning for waypoint to enhance the representation ability.
3. Our model obtain better performance than SOTAs on the overall driving score, especially on Collisions with pedestrians, Collisions with vehicles, Collisions with layout, Red lights infractions.

2 Related Work

2.1 End-to-End autonomous driving

Dosovitskiy et al. [9] introduced the CARLA driving simulator and demonstrated that a baseline end-to-end IL method with single camera input can achieve a performance comparable to a modular pipeline. After that, CIL [7] and CILRS [8] addressed directional multimodality in AD by using branched action heads where the branch is selected by a high-level directional command. While the aforementioned methods are trained via behavior cloning, DA-RB [24] applied DAGGER [26] with critical state sampling to CILRS. Most recently, LSD [23] increased the model capacity of CILRS by learning a mixture of experts and refining the mixture coefficients using evolutionary optimization. LBC proposed the mimicking methods aimed at training image-input networks with the supervision of a privileged model or squeezed model, which presents neural
attention fields to enable the reasoning for end-to-end driving models. Imitation learning (IL) approaches lack interpretability and their performance is limited by their handcrafted expert autopilot. [36] propose a novel fusion layer to efficiently extract features from vectorized High-Definition (HD) maps and utilize them in the end-to-end driving tasks. Here, we use DA-RB as the baseline IL agent to be supervised by Roach.

2.2 Dynamic Mechanism

With the prevalence of data dependency mechanism [1,14,28], which emphasizes to extract more customized feature [22], Studies about dynamic mechanism have promoted many tasks to new state-of-the-art. Benefiting from data dependency mechanism, networks can flexibly adjust themselves, including the structure and parameters, to fit the fickle information automatically and improve representation ability of neural networks. Some methods [4,31] indicate that different regions in the spatial dimension are not equally important in representation learning. For instance, activation in important regions needs to be amplified so that it can play dominant role in the forward propagation. SKNet [17] designs an efficacious module to channel-wisely select suitable receptive fields on the basis of channel attention and achieves better performance. It dynamically restructures the networks for the sake of different receptive fields in dilated convolutions [34,35]. In semantic segmentation, [37] imposes a pixel-group attention to remedy the deficiency of spatial information in SENet and [13] builds a link between each pixel and its surrounding pixels to capture important information. Attention mechanism is designed to dynamically calibrate the information flow in the forward propagation by learnable method.

From the aspect of dynamic weights, to handle object deformations, Deformable Kernels [10] directly resamples the original kernel space to adapt the effective receptive field (ERF) while leaving the receptive field untouched. Local Relation Networks [12] adaptively determines aggregation weights for spatial dimension based on the compositional relationship of local pixel pairs. Non-local [29] operation computes the response at each position as weighted sum of the features at all positions, which can make it to capture long-range dependencies.

2.3 Transformer model in autonomous driving

[16] utilize attention to capture temporal and spatial dependencies between actors by incorporating a transformer module into a recurrent neural network. [5] introduced a recurrent attention mechanism over a learned semantic map for predicting vehicle controls. However, it missed the multi-modal input features. [30] is a transformer work that learns an attention mask over features extracted from a 2D CNN, operating on LiDAR BEV projections and HD maps, to focus on dynamic agents for safe motion planning. TransFuser [25] exploits several transformer [28] modules for the fusion of intermediate features of front view and LiDAR. However, it failed to incorporate temporal reasoning. [21] proposes
Fig. 2. Image feature extractor of our model. It consists of several self-adapting convolution modules.

Fig. 3. Comparison of different convolutions.

Scene-Rep Transformer to improve the RL decision-making capabilities with better scene representation encoding and sequential predictive latent distillation. In [32], the encoded features are shared by the trajectory and multi-step control branch. Outputs from two branches are combined according to the situation based fusion scheme to generate the ultimate control actions.

3 Approach

In this section, we first describe the image feature extractor (Figure 2) and our novel self-adapting convolution module (DSAC in Figure 3(d))). Then we will present how we construct the auto-regressive transformer with multi-modal input and the tokenized representation in (Figure 4).

3.1 Differentiable Self-adaptive Convolution (DSAC).

In a regular convolutional layer, the same convolutional kernel is used for all input examples (Figure 3(a,b,c)). In a DSAC layer, the convolutional kernel
is computed as a function of the input example (Figure 3(d)). Specifically, we parameterize the convolutional kernels in DSAC by:

$$\text{Output}(x) = \sigma((\alpha_1 \cdot W_1 + \ldots + \alpha_m \cdot W_m) \ast x)$$  

(1)

where each $\alpha_i = r_i(x)$ is an example-dependent scalar weight computed using a routing function with learned parameters, $m$ is the number of experts, and $\sigma$ is an activation function. When we adapt a convolutional layer to use DSAC, each kernel $W_i$ has the same dimensions as the kernel in the original convolution.

We typically increase the capacity of a regular convolutional layer by increasing the kernel height/width or number of input/output channels. However, each additional parameter in a convolution requires additional multiply-adds proportional to the number of pixels in the input feature map, which can be large. In a DSAC layer, we compute a convolutional kernel for each example as a linear combination of $n$ experts before applying the convolution. Crucially, each convolutional kernel only needs to be computed once but is applied at many different positions in the input image. This means that by increasing $n$, we can increase the capacity of the network with only a small increase in inference cost; each additional parameter requires only 1 additional multiply-add.

A DSAC layer is mathematically equivalent to a more expensive linear mixture of experts formulation, where each expert corresponds to a static convolution (Figure 3):

$$\sigma((\alpha_1 \cdot W_1 + \ldots + \alpha_m \cdot W_m) \ast x) = \sigma(\alpha_1 \cdot (W_1 \ast x) + \ldots + \alpha_m \cdot (W_m \ast x))$$  

(2)

Thus, DSAC\cite{19,20,18} has the same capacity as a linear mixture of experts formulation with $n$ experts, but is computationally efficient since it requires computing only one expensive convolution. This formulation gives insight into the properties of DSAC and relates it to prior work on conditional computation and mixture of experts. The per-example routing function is crucial to DSAC performance: if the learned routing function is constant for all examples, a DSAC layer has the same capacity as a static convolutional layer.

We wish to design a per-example routing function that is computationally efficient, able to meaningfully differentiate between input examples, and is easily interpretable. We compute the example dependent routing weights $\alpha_i = r_i(x)$ from the layer input in three steps: global average pooling, fully-connected layer, Sigmoid activation.

$$r(x) = \text{Sigmoid}(\text{GlobalAveragePool}(x)R),$$  

(3)

where $R$ is a matrix of learned routing weights mapping the pooled inputs to $n$ expert weights. A normal convolution operation operates only over local receptive fields, so our routing function allows adaptation of local operations using global context.

### 3.2 Multi-modality Encoder.

To make use of the information aggregated in both image feature and Lidar feature, we follow it with a second operation which aims to fully capture channel-
Fig. 4. Overview of our methods. We input the RGB image, LiDAR data and the previous way point feature to the temporal reasoning algorithm, and then auto-regressively predict the next way point. In order to address the semantic gap between the waypoint values and sensor features, we tokenize the waypoint values for better representation. WP means way point and PWP means predicted way point. As for the mechanism of the transformer in the green block, we describes more in Figure 5.

wise dependencies. To fulfill this objective, the function must meet two criteria: first, it must be flexible (in particular, it must be capable of learning a nonlinear interaction between channels) and second, it must learn a non-mutually-exclusive relationship since we would like to ensure that multiple channels are allowed to be emphasised (rather than enforcing a one-hot activation). To meet these criteria, we opt to employ a simple gating mechanism with a sigmoid activation:

$$X_{il} = \text{Sigmoid} \left( W_2 \delta \left( W_1 \text{cat}(X_i, X_l) \right) \right) \cdot \text{cat}(X_i, X_l),$$ (4)

where $\delta$ refers to the ReLU function. $W_1, W_2$ are parameters of two fully-connected (FC) layers. $\text{cat}$ means concat and $X_i$ denote image feature and $X_l$ denotes Lidar feature. $X_{fusion}$ is the fusion feature.

As for the plan trajectory input, we will use the tokenized representation $X_{wp}$ of the ground truth waypoint for training, and predicted one for testing. We can utilize the two PID controllers for lateral and longitudinal control to obtain steer, throttle and brake values from the predicted waypoints. This is motivated by the fact that additional controllers such as PID controllers are usually needed as a subsequent step to convert the planned trajectory into control signals. However, turning the trajectory into control actions so that the vehicle could follow the planned trajectory is not trivial.

$$X_{fusion} = \text{Cross-Transformer}(X_{il}, X_{wp})$$ (5)
After getting the representations from the RGB image, LiDAR data and the previous way point, we will auto-regressively predict the next way point. To achieve that, we aggregate the three features by using cross transformer encoder Figure 5, which has three branches. The first and third branch is just like normal transformer layer with the multi-head attention. In the first branch, given the way point representation as the query, key and value, we feed them into the multi-head attention. Then after several linear layers and layer norm, the new contextual way point representation is generated. The third branch with $X_{il}$ features is similar. As for the mid-branch, we regard the way point representation as the query and use the $X_{il}$ features as the key and value. Finally, we get $X_{fusion}$ by concatenating all the output.

To generate the final output way point, we follow the waypoint prediction work proposed by [25], we pass the 512-dimensional feature vector $X_{fusion}$ through an MLP (comprising 2 hidden layers with 256 and 128 units) to reduce its dimensionality to 64 for computational efficiency before passing it to the auto-regressive waypoint network implemented using GRUs. We initialize the hidden state of the GRU with the 64-dimensional feature vector. The update gate of the GRU controls the flow of information encoded in the hidden state to the output and the next time-step. It also takes in the current position and the goal location as input, which allows the network to focus on the relevant context in the hidden state for predicting the next way point. As for the loss function, following the setting of [25], we train the network using an $L1$ loss between the predicted waypoints and the ground truth way points (from the expert), registered to the current coordinate frame.

4 Experiment

4.1 Dataset

To prove the effectiveness of our method, we do experiments on way points prediction task. Following the setting of [25], we consider the task of navigation
Table 1. Ablation study on long routes way points prediction with different image feature extractors. PC: point cloud, DS: Avg. driving score, RC: Avg. route completion, IP: Avg. infraction penalty, CP: Collisions with pedestrians, CV: Collisions with vehicles, CL: Collisions with layout, RLI: Red lights infractions, SSI: Stop sign infractions, trad. conv: traditional convolution, non-diff: non-differentiable.

<table>
<thead>
<tr>
<th>Model</th>
<th>DS</th>
<th>RC</th>
<th>IP</th>
<th>CP</th>
<th>CV</th>
<th>CL</th>
<th>RLI</th>
<th>SSI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image-single-model</td>
<td>5.9</td>
<td>22.8</td>
<td>0.47</td>
<td>0.00</td>
<td>0.32</td>
<td>0.63</td>
<td>0.18</td>
<td>0.05</td>
</tr>
<tr>
<td>Image-single-model (DSAC, Ours)</td>
<td>12.9</td>
<td>45.6</td>
<td>0.41</td>
<td>0.00</td>
<td>0.08</td>
<td>0.85</td>
<td>0.30</td>
<td>0.01</td>
</tr>
<tr>
<td>Image+PC-two-model</td>
<td>8.3</td>
<td>38.8</td>
<td>0.50</td>
<td>0.00</td>
<td>0.09</td>
<td>0.93</td>
<td>0.18</td>
<td>0.01</td>
</tr>
<tr>
<td>Image+PC-single-model (trad. conv)</td>
<td>10.2</td>
<td>33.3</td>
<td>0.47</td>
<td>0.00</td>
<td>0.26</td>
<td>1.32</td>
<td>0.12</td>
<td>0.04</td>
</tr>
<tr>
<td>Image+PC-single-model (non-diff)</td>
<td>10.8</td>
<td>12.4</td>
<td>0.83</td>
<td>0.00</td>
<td>0.06</td>
<td>0.56</td>
<td>0.18</td>
<td>0.00</td>
</tr>
<tr>
<td>Image+PC-single-model (DSAC, Ours)</td>
<td>17.1</td>
<td>24.8</td>
<td>0.84</td>
<td>0.00</td>
<td>0.05</td>
<td>0.00</td>
<td>0.09</td>
<td>0.00</td>
</tr>
</tbody>
</table>

along a set of predefined routes in different areas, such as motorways, urban regions, and residential districts. A sequence of sparse goal locations in GPS coordinates provided by a global planner and the related discrete navigational commands, such as “follow lane”, “turn left/right”, and “change lane”, constitute the routes. Only the sparse GPS locations are used in our method. Each route is constituted of several scenarios that are initialized at predefined locations and test the agent’s ability to handle various adversarial situations, such as obstacle avoidance, unprotected turns at intersections, vehicles running red lights, and pedestrians emerging from occluded areas crossing the road at random locations. The agent needs to complete the route within a certain amount of time, while following traffic restrictions and dealing with large numbers of dynamic agents. For dataset, we use the CARLA [9] simulator for training, testing and visualization, specifically CARLA 0.9.10 which consists of 8 publicly available towns. We use 7 towns for training and hold out Town05 for evaluation as in [25].

4.2 Experiment Details


Implementation Details. We utilize python as the programming language and pytorch as the framework. We use 2 sensor modalities, the front camera RGB image and LiDAR point cloud converted to BEV representation, i.e., S = 2. The RGB image and LiDAR BEV encoded using a ResNet-18 [27] which is trained from scratch. For more details about the code and environment, please refer to our repo.

<table>
<thead>
<tr>
<th>Model</th>
<th>DS↑</th>
<th>RC↑</th>
<th>IP↓</th>
<th>CP↓</th>
<th>CV↓</th>
<th>CL↓</th>
<th>RLI↓</th>
<th>SSI↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRIAD</td>
<td>36.8</td>
<td>61.9</td>
<td>0.60</td>
<td>0.00</td>
<td>2.77</td>
<td>0.41</td>
<td>0.48</td>
<td>0.00</td>
</tr>
<tr>
<td>LAV</td>
<td>61.9</td>
<td>94.5</td>
<td>0.64</td>
<td>0.04</td>
<td>0.70</td>
<td>0.02</td>
<td>0.17</td>
<td>0.00</td>
</tr>
<tr>
<td>TransFuser</td>
<td>61.2</td>
<td>86.7</td>
<td>0.71</td>
<td>0.04</td>
<td>0.81</td>
<td>0.02</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>TCP</td>
<td>73.3</td>
<td>96.1</td>
<td>0.77</td>
<td>0.07</td>
<td>0.04</td>
<td>0.02</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>SAT (Ours)</td>
<td>74.6</td>
<td>95.3</td>
<td>0.79</td>
<td>0.03</td>
<td>0.01</td>
<td>0.02</td>
<td>0.01</td>
<td>0.06</td>
</tr>
</tbody>
</table>

**Baselines.** TransFuser [25] exploits several transformer [28] modules for the fusion of intermediate features of front view and LiDAR. [32] introduce TCP, the encoded features are shared by the trajectory and multi-step control branch. Outputs from two branches are combined according to the situation based fusion scheme to generate the ultimate control actions. GRIAD is first trained using expert supervision to predict future waypoints followed by an image-based student model which is trained using supervision from the teacher. LAV is a conditional imitation learning method in which the agent learns to predict vehicle controls from a single front camera image while being conditioned on the navigational command.

**Results.** As shown in Table 1, we have verified our method in single model paradigm, our experiment show that single model based method applied with our DSAC can obtain a significant improvement. Furthermore, we compared with the multi-model method, we have achieved big improvement even in a single model paradigm, which means we only use about 53% computational cost of multi-model method and we can achieve much better performance. Thus, our model can achieve better performance in both single and multi model methods. Moreover, our differentiable method outperform the traditional convolution and non-differentiable methods. Compare between Table 1 and Table 2, the performance in Table 1 is much lower than the results in Table 2, which is because we only use the front camera RGB image and LiDAR point cloud as the input and early fusion attention module to combine the features instead of the cross-modal transformer encoder. which demonstrate its effectiveness. As for the comparison experiment results in Table 2, we obtain better performance than SOTAs on the overall driving score, especially on Collisions with pedestrians, Collisions with vehicles, Collisions with layout, Red lights infractions.

5 Conclusion

In this project, we propose differentiable self-adaptive convolution (DSAC), which can efficiently increase the capacity of a convolutional layer. DSAC allows us to increase model capacity and performance while maintaining efficient
inference. The proposed DSAC can entirely become substitute of standard convolution in any existing networks. Furthermore, We also propose the tokenized representation learning for waypoint to enhance the representation ability, multi-modal transformer to integrate the multi-modal sensor information and auto-regressively predict the waypoint by the temporal reasoning. Comprehensive experiments on different paradigms have shown the effectiveness our model on the overall driving score, while maintaining efficient inference. In the future, we plan to test our model on different datasets. In addition, we will combine other objective functions, including objection detection and semantic segmentation, and make it a multi-task learning strategy to improve the performance.
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