Abstract—The detection and description of feature points or keypoints play a vital role in numerous computer vision tasks. While deep learning-based methods have achieved remarkable results in various fields, they still require extensive training and resources to develop and optimize the network for specific tasks. In this work, we propose a novel method for extracting keypoint descriptors from natural images using a pre-trained VGG16 network that is specifically trained for classification tasks. Unlike previous works, our proposed approach does not require further training or modifications of the pre-trained network, which reduces the overall computational complexity and increases the efficiency of the method. The proposed method is divided into two stages: keypoint detection and description. In the keypoint detection stage, a traditional detector is employed to locate the image keypoints. In the keypoint description stage, a rich descriptor is generated to capture the spatial and intensity information around each keypoint. By utilizing a sparse random projection technique, we decrease the size of the introduced descriptor, making it more efficient for keypoint matching. Evaluation results demonstrate that our proposed method is highly competitive with traditional hand-crafted descriptors and outperforms some of them in terms of geometric transformation estimation. Additionally, our method is versatile and can be applied to different image domains by using task-specific pre-trained networks. Overall, our proposed approach offers an efficient and effective method for keypoint description with competitive performance to traditional methods and without requiring extensive training or modifications to the pre-trained network.
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I. INTRODUCTION

Feature point or keypoint detection and description plays a crucial role in various complex computer vision tasks, including image registration, change detection, 3D reconstruction, object recognition, data fusion, and more. Due to its significance and practical applications, it is an active area of research. Keypoints, or feature points, are structures in the image that are precisely detected and located despite changes in viewpoint, intensity, color, or noise. Descriptors are used to establish relevance between corresponding feature points and need to be robust against different variations. In practical scenarios, keypoints and their descriptors are used to estimate the geometric transformation between a pair of images. This is possible through the process of matching keypoints across the images. This matching is established through the utilization of different similarity measures such as cosine distance, $l_2$-norm, or hamming distance between feature point's descriptors. Keypoint detection and description methods are mainly divided into two categories; classical approaches and deep-learning-based approaches. The classical approaches use carefully hand-crafted features to detect and describe keypoints. Different structures such as blobs, corners, edges, etc are used as feature points in classical methods. HARRIS [1] is a feature point detector capable of detecting corners in the image. FAST [2] defines keypoints as the location of a pixel surrounded by a ring of brighter ones. MSER [3] uses a threshold to make a binary image and then chooses the most stable regions as keypoints by varying the threshold. Feature points are described using different information encoding schemes e.g BRIEF [4] chooses random pairs of pixels around a keypoint and compares their intensity value to create a binary descriptor. Some of the algorithms come with both feature point detector and descriptor. SIFT [5] is one of the earliest and most well-known algorithms for feature point detection and description. It detects blobs at different scales and describes them using a histogram of gradients around each feature point. SURF [6] is a faster alternative to SIFT that uses the image integral and second-order derivative of the Gaussian filter. ORB [7] combines the FAST detector and BRIEF descriptors to create a fast and efficient method similar to SIFT and SURF. BRISK [8] uses a keypoint detector based on FAST and describes them using pixel intensity comparisons around the keypoints. KAZE [9]
and its computationally more efficient version, AKAZE [10], use the Hessian Matrix to detect scale-invariant features in a nonlinear diffusion scale space.

In recent years deep-learning approaches have been the trending topic in many different areas of research such as computer vision, natural language processing, medical science, robotics, etc. These data-driven approaches have challenged and outperformed many of the classical methods in many different fields and especially computer vision. Deep-learning-based methods are advantageous compared to classical approaches for many reasons. Hand-crafted features designed by the researchers mostly extract low-level and semantically poor features. However high-level features extracted by deep-learning-based approaches can improve the process of feature point detection and description. Deep-learning-based approaches are capable of extracting efficient feature points and descriptors through optimization and finding the best features to detect and describe keypoints. Deep learning for feature detection and description uses a single forward pass operation to detect both keypoint and their descriptors. TILDE [11] is a regressor that predicts SIFT keypoints and descriptors. SuperPoint [12] is trained to detect corners as a feature point in a supervised fashion using a synthetic dataset and then extracts a descriptor for each keypoint. QuadNet [13] uses an unsupervised training fashion with ranking loss to detect keypoints and extract descriptors. D2-Net [14] trains a network to detect reliable and robust keypoints and descriptors under extreme intensity changes. R2D2 [15] uses the same approach as D2-Net but decreases the number of model parameters and introduces a reliability heat map to specify reliable and unreliable regions for keypoint detection. ALIKE [16] tries to increase feature point localization accuracy by introducing a differentiable method for unsupervised keypoint detection.

Many studies have compared classical and deep-learning-based methods for keypoint detection and description. According to [17], although deep-learning methods can introduce intensity invariance, classical methods remain competitive for keypoint detection. The study suggests that deep-learning-based approaches do not significantly outperform classical methods in terms of keypoint detection. Therefore, we have decided to use classical keypoint extraction methods for our proposed approach.

VGG16 [18] is a CNN that was specifically trained for the classification task of the ImageNet dataset [19]. It is a popular neural network architecture that is simple to understand and modify. It has achieved state-of-the-art performance on many benchmark datasets, and its simple and uniform design makes it easy to modify and experiment with. VGG16’s popularity is due to its effectiveness, simplicity, and ease of modification, which is why many researchers choose to use and modify it in their work. Other CNN architectures have also achieved state-of-the-art performance, but VGG16 remains a popular choice in the field of computer vision. Since its creation, VGG16 has been widely used for various tasks. In [20] VGG16 has been used through transfer learning for kiwi fruit detection. In [21] VGG16 has been used for brain tumor segmentation.

Keypoint descriptors need to be distinctive. In normal circumstances, features extracted from different layers of CNNs are not necessarily distinctive enough to be used as descriptors for keypoints. Here in this work, we argue that a combination of features extracted from different layers of VGG16 are distinctive enough to be used as keypoint descriptors. To this end, we use a down-scaled version of the input image and extract features from the first 5 convolution layers of VGG16 and then we concatenate them. Using a dimensionality reduction method we decrease the final descriptor’s length which decreases the computational time necessary for comparing them. The rest of this paper is structured as follows: We introduce our methodology in Section II, present the experimental setup and results in Section III, and propose our conclusions in Section VI.

II. THE PROPOSED METHOD

The simplest way to extract features from a pre-trained network is to isolate a patch from the image surrounding a keypoint and feed it to a CNN. The outermost layer of the network where the extracted features have dimensions of $1 \times 1 \times \text{feature depth}$ provides the most accurate description of the input image. However, this approach has a time complexity that is not feasible for practical use.

For our work, we utilized a pre-trained VGG16 network. Typically, CNNs begin by extracting high-dimensional, low-depth features from the input image and end with low-dimensional, high-depth features. The initial layer’s features have a low level of abstraction but a higher level of localization, which makes them unsuitable as keypoint descriptors. These features describe primitive structures in the input image such as corners and edges. On the other hand, the features extracted from the higher layers have a higher level of abstraction but lower localization, making them more suitable as keypoint descriptors but lacking precise localization. To extract both highly localized and abstract features from the input image, we propose the method shown in figure 1, which consists of two stages: keypoint detection and descriptor extraction. In the keypoint detection stage, we use a classical keypoint detection approach to locate keypoints in the input image. These keypoints are then used for feature extraction in the second stage, where we downscale the input image and feed it to the first five layers of the VGG16 network.

For the feature extraction stage, a downscaled version of the input image is fed into the first 5 convolution layers of the VGG16 network, which include convolution layers with 64, 64, 128, 128, and 256 filters, followed by ReLu activation functions and Max Pooling layers. To reduce the time complexity of feature extraction, the input image is downsampled before feeding it into the network. The Descriptor Sampler block samples the features from normalized locations for each keypoint. Bilinear interpolation is used for sampling the descriptors. Descriptors that belong to the same location are concatenated to create a vector of size 640 for each keypoint, which includes features from different levels of abstraction and sizes.
High-dimensional vectors take more time to compare and consume a lot of resources. For this reason, we have used dimensionality reduction blocks to reduce the descriptor size. We have used orthogonal bases obtained using a random sparse projection method. If $A \in \mathbb{R}^{n \times D}$ is a matrix consisting of $n$ vectors of size $D$, then dimensionality reduction is possible by multiplying $A$ by a random matrix $R \in \mathbb{R}^{D \times k}$, thus reducing the dimensions from $D$ to $k$. $R$ usually consists of elements from the normal distribution $N(0, 1)$. Higher performance can be achieved by replacing the $N(0, 1)$ elements with values from $\{-1, 0, 1\}$. To achieve higher performance with minimal loss of information, [22] proposes using the following uniform distribution for entries of matrix $R$:

$$R_{ij} = \begin{cases} -1 & \text{with probability of } \frac{1}{2\sqrt{D}} \\ 0 & \text{with probability of } 1 - \frac{1}{\sqrt{D}} \\ 1 & \text{with probability of } \frac{1}{2\sqrt{D}} \end{cases}$$

(1)

This would result in $\sqrt{D}$-fold increase in speed and very little loss in accuracy. Finally, the resulting descriptors are normalized to facilitate their comparison.

### III. EXPERIMENTAL RESULTS AND SETTINGS

#### A. Dataset

We evaluated our proposed method using a dataset of precisely registered images from the HPatches full image sequence [23]. The dataset comprises 116 sets of images, with each set containing six images. The geometric transformation between the first image and the rest of the images in each set is precisely estimated and provided by the authors. The dataset includes sets with both viewpoint changes and intensity changes, but we limited our evaluations to sets with viewpoint changes because classical methods are not necessarily intensity invariant, and we wanted to compare our method with classical methods.

#### B. Evaluation Metrics

We use the following metrics for evaluation:

- $N_{all}$: The number of all initial matches between keypoints across the images.
- $NOCC$: The number of correct correspondences specifies the quantity of correctly matched keypoints.
- $ROCC$: The ratio of correct correspondences measures the effect of outliers among all established correspondences and is defined as follows:

$$ROCC = \frac{NOCC}{N_{all}}$$

(2)

- $RMSE$: If two geometric transformations $A$ and $B$ are identical, then $A \times B^{-1}$ is an identity matrix. When the geometric transformation between image pairs is unknown, $A$ and $B^{-1}$ are the forward and backward estimated geometric transformations, respectively. In cases where the geometric transformation between image pairs is already known, $B$ is the known geometric transformation. If $f$ is the transformation function to transform the point $P_i$ using the transformation matrix $A \times B^{-1}$, then the transformation error $RMSE$ can be defined as follows:

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} ||P_i - f(P_i)||^2}$$

(3)

A smaller $RMSE$ indicates higher accuracy in terms of the estimation of the geometric transformation between image pairs.

- $N_{valid}$: If the $RMSE$ error is less than a specified threshold, we can consider the estimated transformation as a valid estimation. $N_{valid}$ defines the number of valid estimations among all testing image pairs.

The evaluations were performed on Kaggle with no acceleration, 4 virtual CPU cores, and 32GB of physical memory.

#### C. Simulation Results

For evaluation, we utilized VGG16, which was pre-trained on the ImageNet dataset. In order to ensure a fair and meaningful comparison, we limited our evaluation to the viewpoint change portion of the HPatches dataset, which contains 295 pairs of images. For geometric transformation estimation, we employed the USAC algorithm [24] in this study.

Figure 2 displays the results of comparing the matching of SIFT keypoints using various descriptors extracted from various layers of VGG16. Sub-figures a to d depict the matching outcomes using a single layer of VGG16, whereas
sub-figure e shows the matching outcomes using our proposed method. It is evident that the earlier layers of VGG16 do not possess the quality required to establish a large number of correct correspondences among keypoints. As the level of abstraction increases, the number of correctly matched keypoints also increases. Our proposed method combines features from different abstraction levels to generate a rich descriptor capable of establishing more matches among the same keypoints.

Our proposed method employs a downscaled version of the input image for descriptor extraction and employs dimensionality reduction to reduce the size of the extracted descriptor. By varying the initial scale for a constant descriptor size of 640 and computing the evaluation metrics for stable results for all different scales, we observed changes in the quantity of correct matches and the quality of geometric transformation estimation. Results are considered stable if the RMSE error rate is less than 5 pixels. Table I presents the mean evaluation results for all stable pairs. Decreasing the scale factor improves the RMSE up to a scale factor of 0.7, and there is also a noticeable improvement in NOCC and ROCC. As we are mainly concerned with the quality of the estimated geometric transformation, we have chosen the scale factor of 0.7 as the initial downsampling factor. It’s worth mentioning that by downsampling the input image with a scale factor of 0.7, the necessary computations for descriptor extraction decrease by 51%, which is important in terms of computational cost.

The KeyPoint matching process is to find the keypoints with the most similar descriptors. This is typically done through an exhaustive search by comparing every two descriptors. Therefore, the size of descriptors plays a crucial role in the runtime of this process. A smaller descriptor size makes this process faster. To determine the most efficient descriptor size with the least information loss, we conducted a grid search by varying the size of final descriptors at a fixed initial scale of 1, and we observed the evaluation metrics for stable pairs. Stable pairs are defined as pairs of images with an error rate less than 5 pixels. Table II presents our evaluation results for all stable pairs. Since the scale factor improves the RMSE up to a scale factor of 0.7, and there is also a noticeable improvement in NOCC and ROCC. As we are mainly concerned with the quality of the estimated geometric transformation, we have chosen the scale factor of 0.7 as the initial downsampling factor. It’s worth mentioning that by downsampling the input image with a scale factor of 0.7, the necessary computations for descriptor extraction decrease by 51%, which is important in terms of computational cost.

The main advantage of our proposed method is the use of a network specifically trained for a task other than keypoint description and applying it for keypoint description with no further training or modifications. Keypoints detected by classical methods are competitive to that of detected by deep-learning methods. Therefore we have used classical keypoint detectors in our evaluations. Table III shows the comparison result of descriptors extracted using our proposed method with some of the well-known algorithms. SIFT, BRISK, AKAZE, and ORB are used in this evaluation. For each algorithm, descriptors are extracted using our proposed method and using the original method. The RMSE error threshold used for specifying invalid results is 10 pixels. The evaluated metrics for invalid results tend to be random and add noise to the evaluated results. Therefore those results are not taken into account for RMSE, Nvalid, NOCC, ROCC. The number of valid results is reported under Nvalid column. The initial scale and the descriptor size are 0.7 and 128 respectively. This table shows that descriptors extracted by the SIFT algorithm perform the best among all evaluated methods and using descriptors extracted from VGG16 does not outperform SIFT descriptors in terms of RMSE error rate. The possible explanation for this is that SIFT takes into account extreme rotations in the image. Using VGG16 descriptors on BRISK keypoints seems to have improved performance in both cases. For ORB the results are slightly better in terms of RMSE error rate. In all cases, except for SIFT, the number of valid and successful estimations of geometric transformation shows improvement using VGG16 descriptors.

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSE</th>
<th>Nvalid</th>
<th>NOCC</th>
<th>ROCC</th>
<th>Nvalid</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIFT</td>
<td>2.01</td>
<td>2651.18</td>
<td>1094.30</td>
<td>0.40</td>
<td>208</td>
</tr>
<tr>
<td>SIFT + VGG16</td>
<td>2.32</td>
<td>2720.42</td>
<td>779.00</td>
<td>0.38</td>
<td>252</td>
</tr>
<tr>
<td>BRISK</td>
<td>2.89</td>
<td>3544.30</td>
<td>896.87</td>
<td>0.28</td>
<td>238</td>
</tr>
<tr>
<td>BRISK + VGG16</td>
<td>2.82</td>
<td>2828.03</td>
<td>1126.56</td>
<td>0.34</td>
<td>251</td>
</tr>
<tr>
<td>AKAZE</td>
<td>2.66</td>
<td>1612.16</td>
<td>554.98</td>
<td>0.31</td>
<td>236</td>
</tr>
<tr>
<td>AKAZE + VGG16</td>
<td>2.31</td>
<td>1464.05</td>
<td>583.44</td>
<td>0.32</td>
<td>242</td>
</tr>
<tr>
<td>ORB</td>
<td>3.36</td>
<td>197.01</td>
<td>53.11</td>
<td>0.25</td>
<td>175</td>
</tr>
<tr>
<td>ORB + VGG16</td>
<td>3.38</td>
<td>146.43</td>
<td>62.57</td>
<td>0.39</td>
<td>183</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

In this study, we proposed a method for extracting distinctive keypoint descriptors from natural images using a pre-trained VGG16 network that was not specifically trained for keypoint description. Our proposed scheme comprises two stages, namely keypoint detection and keypoint description. While deep-learning-based keypoint detection methods are gaining popularity, traditional keypoint detection methods are still competitive. Therefore, we employed a traditional keypoint extraction approach for keypoint detection. For keypoint description, we downscaled the input image and used the first five convolutional layers of VGG16 to extract descriptors. By combining the descriptors from various layers at the keypoint positions and concatenating them, we introduced a rich descriptor. To speed up the keypoint matching procedure,
we reduced the descriptor size and employed a sparse random projection technique. Our evaluation results suggest that the proposed approach can extract competitive descriptors from images compared to well-constructed hand-crafted descriptors. Although we did not use a trained network for extracting unique keypoint descriptions, our proposed method could introduce descriptors that outperformed BRISK and AKAZE in terms of geometric transformation estimation. Moreover, this strategy can be extended to obtain domain-specific image descriptors by using networks trained on images from various domains.
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