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Abstract

The structure and formation of ion clusters for different 1:1 electrolytes
in aqueous solution were evaluated over a wide concentration range us-
ing molecular dynamics (MD) simulations. Six molecular models for al-
kali halides from the literature were investigated – four different models
for NaCl, one model for KCl, and one model for NaI – all in combination
with the SPC/E or TIP4P-Ew water models. For all model combinations,
solubility data from thorough solubility calculations are available in the lit-
erature. Since such calculations are challenging and computationally very
demanding, in this work we propose a simple approach for solubility esti-
mation, which can be used on the fly or as a simple post-processing step
in standard MD simulations. This approach is based on analyzing the ion
clusters in solution using a clustering algorithm from the literature. In
essence, we suggest that the solubility is reached at the concentration for
which clusters containing six or more ions are found in solution. We com-
pare our approach to an empirical rule for solubility estimation from the
literature, which is based on the number of contact ion pairs only. For the
investigated molecular models, our new approach yields results closer to
the solubility data reported in the literature compared to the empirical rule
from the literature. Altogether, considering its simplicity and low computa-
tional cost, it provides reasonable solubility estimates that can, e.g., also be
used during the development of new models, which would be infeasible with
thorough solubility calculations. Furthermore, the cluster analysis provided
interesting insights into the possible formation of a hydrate in the case of
the investigated NaI model.

Keywords: molecular dynamics, cluster analysis, structural properties,
electrolyte solutions, solubility



1. Introduction

Molecular modeling and simulation has emerged as a versatile tool for
studying the properties of fluids. The recent developments in that field with
respect to electrolyte solutions have been reviewed by Panagiotopoulos [1]
and by Nezbeda et al. [2]. However, irrespective of the recent progress made,
with molecular simulations of electrolyte solutions there is always one po-
tential issue: the salt solubility. Since the time span that can be covered
in typical molecular dynamics (MD) simulations is far too short for estab-
lishing the stable equilibrium state between a saturated solution and a salt
crystal, one may actually simulate what could be considered a metastable
state. In the worst case, simulations are carried out at concentrations be-
yond the solubility, which can lead to invalid results of properties which are
assumed to be determined for a homogeneous solution.

Knowledge of the salt solubility of the studied system would of course
solve this problem. However, calculating the solubility rigorously is compu-
tationally very demanding and, hence, for most molecular models for elec-
trolyte solutions, even popular ones, the solubility is not known. Taking a
look at the few models for which solubility data are available in the liter-
ature shows a wide variety of results: as an example, for NaCl in aqueous
solution at 298 K, some models vastly underestimate the experimental sol-
ubility, while others yield reasonable predictions [3, 4]. This is true for both
the well-established class of non-polarizable models and for the class of po-
larizable models, which have attracted some interest in recent years [5–7].
The issue of salt solubility is of course closely linked to the parametriza-
tion of the investigated molecular models; however, we will not address
model parametrization explicitly in the present work but rather focus on
approaches for determining the solubility for a given model parametriza-
tion.

In the present work, we distinguish two types of approaches for determin-
ing the solubility. With the term solubility calculation, we refer to methods
that rigorously calculate the solubility for a certain molecular model of an
electrolyte solution. Such methods are computationally demanding (see be-
low). With the term solubility estimation, we refer to methods that rather
yield a rough estimate of the solubility, but which in turn work with much
cheaper simulations. The main focus of the present work is to propose and
assess a new scheme for solubility estimation.
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Two methods are available in the literature for rigorous solubility calcu-
lations: the chemical potential method [3, 5, 8–17] and the direct coexistence
method [6, 17–22]. Calculations with the chemical potential method consist
of two steps. First, the chemical potential of the salt in solution is deter-
mined as a function of concentration at constant temperature and pressure.
Second, the chemical potential of the solid salt crystal is determined in a
separate simulation at the same temperature and pressure. The solubility
is then obtained as the concentration at which the chemical potential of the
salt in solution equals that of the solid.

However, the chemical potential method requires knowing the structure
and stoichiometry of the emerging crystal, i.e., whether a hydrate forms
and, if it does, how many water molecules are present in it – only then can
the chemical potential of the salt in the correct configuration be calculated.
Unfortunately, it is impossible to know this before carrying out simulations,
such that the only way is to use a trial-and-error approach that tests differ-
ent crystal configurations and then considers the one with the lowest free
energy. Furthermore, the determination of chemical potentials is not trivial
and needs sophisticated evaluation schemes. The chemical potential of the
salt in solution is usually obtained from a thermodynamic integration-type
calculation that requires a very fine discretization along the chosen path
[10]. The chemical potential of the solid salt is typically calculated with
techniques based on the Einstein crystal method [23]. Nevertheless, despite
the methodological difficulties and challenges, determinations of the solubil-
ity of the same model combination by different authors yield similar results
with the chemical potential method [3, 9, 10, 12, 13, 17].

In the direct coexistence method – as the name suggests – the aque-
ous solution is simulated in direct coexistence with a solid salt phase and
the simulation runs until equilibrium is reached. The solubility then cor-
responds to the salt concentration in the bulk liquid phase in equilibrium.
Even though this method only needs a single simulation to determine the
solubility, the time needed to reach equilibrium is on the order of microsec-
onds [17–22]. Considering this slow equilibration process, the initial state
of the system has to be chosen close to the final equilibrium state (which is
of course usually not known a priori), otherwise risking prohibitively long
equilibration times. Additionally, size effects of the bulk phases and the area
of the solid-liquid interface are crucial for this method [18]. The first results
obtained with the direct coexistence method yielded very different results
by different groups of authors even for the same model combination [17–22].
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The influence of size effects was investigated in recent years and, as a re-
sult, the reproducibility significantly improved [6, 18, 22], reaching mutual
agreement with results obtained with the chemical potential method.

As discussed above, both methods for the rigorous calculation of the sol-
ubility of a salt in solution possess several pitfalls and are computationally
very expensive. Especially during the development of new ion models, their
computational cost is prohibitive. Hence, it is desirable to have empirical
rules that allow for making at least a rough estimate of the solubility. Two
such rules were proposed by Benavides and co-workers [4, 9]: the chemical
potential difference rule, which is based on the difference of the chemical po-
tentials of the salt at infinite dilution and of the crystal, and the ion pairs
rule, which is based on the number of contact ion pairs, i.e., the number
of ions in the first coordination shell around the corresponding counter ion.
The chemical potential difference rule, however, is not readily applicable, as
it still requires expensive calculations for obtaining the chemical potential
of the electrolyte at infinite dilution in the solvent and that of the emerging
solid salt. The use of this rule only circumvents calculating the concentra-
tion dependence of the chemical potential of the salt in solution. The ion
pairs rule, by contrast, is a solubility estimation method: it can be applied
easily and on the fly in standard simulations by sampling the cation–anion
radial distribution function (RDF). The MD simulations used by Benavides
and co-workers for determining that RDF used several hundred to a few
thousand particles and took up to 20 ns. For this, the computational de-
mand is several orders of magnitude lower than that needed for calculations
of chemical potentials or applying the direct coexistence method. Benavides
and co-workers formulated two versions of the ion pairs rule. First, they
suggested that the solubility of 1:1 electrolytes with moderate solubility
(i.e., lower than 10 mol kg-1) is at the concentration for which the number
of contact ion pairs is 0.075 [9]. This did hold for the NaCl models of Joung
and Cheatham [24] and Smith and Dang [25] when combined with SPC/E
water [26]. In a second publication [4], they redeemed the rule as follows:
the solution is most likely supersaturated if the number of contact ion pairs
is greater than 0.5, i.e., the concentration range in which the salt is soluble
is at a concentration for which the number of contact ion pairs less than or
equal to 0.5.

The general idea of the ion pairs rule is that the solubility of a salt
should in some way be related to the microscopic structure of the fluid.
The formation of ion pairs is of course a logical first and important step
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in the homogeneous nucleation of a salt crystal from solution. It is widely
accepted that the solid phase nucleates in a two-step mechanism [27–34]: in
the first step, ion clusters with a short life span and an amorphous struc-
ture form. These clusters have to reach a critical size to become stable. In
the second step, ions inside of sufficiently large, stable clusters rearrange
to form ordered lattice structures of the corresponding salt crystal. These
ordered structures inside the cluster are surrounded by an amorphous layer
of ions. In this work, we are interested in the early stages of the nucle-
ation process, as the existence of small clusters of a certain size might in-
dicate that, eventually, a salt crystal will form. The studies by Lanaro and
Patey [31] and Zimmermann et al. [30, 35] are of particular relevance for
the present work, since both groups of authors observed that the smallest
clusters that can be considered to be stable over an extended period of time
contain six ions. However, both Lanaro and Patey as well as Zimmermann
et al. studied only aqueous NaCl solutions as described by combining the
Joung-Cheatham NaCl model [24] with the SPC/E water model [26]. It is
unclear whether this threshold cluster size also holds for other molecular
models of NaCl or other salts.

Following the aforementioned studies on crystal nucleation and inspired
by the ion pairs rule, in the present work, we systematically investigate
the structure of aqueous electrolyte solutions at concentrations below, at,
and beyond the solubility. We investigated cation–anion cluster formation
with a neighbor search algorithm [36] to identify the coordination of anions
and cations from configurational data, which are readily available from MD
simulations. With an observable derived from the cluster size distribution,
a new solubility estimation method was developed and compared to the
ion pairs rule by Benavides et al. [4, 9]. To anticipate some of the find-
ings from the present work, we formulate this new cluster rule as follows:
when running MD simulations with different salt concentrations at the same
temperature and pressure, the estimated salt solubility is the lowest initial
composition of the solution for which clusters containing six or more ions
are observed.

2. Molecular Modeling and Simulation

In the present work, we carry out MD simulations of aqueous solutions
of different alkali halide salts as described by different molecular models
from the literature. The models and some technical simulation details are
explained in Sections 2.1 and 2.2, respectively. The obtained simulation re-
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sults are evaluated focusing on two aspects: the number of contact ion pairs
needed for using the ion pairs rule by Benavides et al., and the distribution
of ion cluster sizes for the development and assessment of the cluster rule,
see Sections 2.3 and 2.4, respectively.

2.1. Molecular Models

All models for the ions and water used in this work consist of one
Lennard-Jones (LJ) interaction site and up to three point charge interaction
sites (PC). The potential energy uij of the interaction of two particles i and
j is given by

uij = uLJ
ij + uPC

ij

=

MLJ
i∑

a=1

MLJ
j∑

b=1

4εijab

[(
σijab

rijab

)12

−
(
σijab

rijab

)6 ]

+

MPC
i∑

c=1

MPC
j∑

d=1

1

4πϵ0

qicqjd
rijcd

.

(1)

Here, a–d are indices for the interaction sites, Mi is the total number
of interaction sites of a particle i, σijab and εijab are the LJ size and energy
parameters corresponding to the LJ interaction site a of particle i and site
b of particle j, while qic and qjd denote the magnitudes of the point charges
in an analogous manner. Furthermore, r is the distance between interac-
tion sites and ϵ0 is the vacuum permittivity. Interactions between unlike
LJ interaction sites are described using the Lorentz-Berthelot combining
rules [37, 38]

σijab =
σia + σjb

2
(2)

εijab =
√
εiaεjb . (3)

All molecular models for ions studied in this work consist of a single
LJ interaction site with a superimposed point charge of +1 e (for the Na+

and K+ cations) or −1 e (for the Cl– and I– anions). Several ion models
from the literature are considered, which only differ in the choice of the
two LJ parameters σ and ε. We investigate the NaCl models by Smith
and Dang (SD) [25], by Joung and Cheatham (JC) [24], and by Reiser et al.
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(RDVH) [39, 40]. Additionally, the KCl model by Joung and Cheatham [24]
and the NaI model by Reiser et al. [39, 40] are investigated. An overview
of the parameters of these ion models is given in Table 1. Throughout
the present work, we use two well-established water models: the SPC/E
model [26] (for all electrolyte solutions but one) and the TIP4P-Ew model
[41] (in combination with the corresponding JC ions for NaCl). This choice
of ion models in combination with the water models is motivated by the
fact that data on the salt solubility in these systems are available in the
literature, which are compiled in Table 2.

Table 1: Parameters of the molecular models of ions studied in this work. All ion
models consist of a single LJ site with a superimposed point charge. All models are used
together with the SPC/E water model, except for the JC-TIP4P-Ew models, which are
used together with the TIP4P-Ew water model.

species model name σ ε/kB q ref.
Å K e

Na+ SD 2.35 65.419 1 [25]
JC 2.16 177.456 1 [24]
JC-TIP4P-Ew 2.1845 84.769 1 [24]
RDVH 1.89 200 1 [39, 40]

K+ JC 2.84 216.236 1 [24]

Cl– SD 4.4 50.322 −1 [25]
JC 4.83 6.434 −1 [24]
JC-TIP4P-Ew 4.9178 5.869 −1 [24]
RDVH 4.41 200 −1 [39, 40]

I– RDVH 4.78 200 −1 [39, 40]
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Table 2: Solubility of the investigated alkali halide models in water at 298 K. The water
model is SPC/E throughout, except for JC-TIP4P-Ew-NaCl, for which it is the TIP4P-
Ew model. The asterisk (*) indicates the values used as a benchmark in the figures of
this work. Statistical uncertainties are given in parentheses.

salt model xsol
cat/ molmol-1 ref.

NaCl SD 0.011 [13]
0.011(2) [10]
0.011(2) [3] *
0.012(1) [9]
0.016(7) [17]

NaCl JC 0.057(1) [10]
0.058(4) [13]
0.059(1) [3] *
0.059(4) [10]
0.063(4) [12]
0.074(5) [17]

NaCl JC-TIP4P-Ew 0.063(5) [21] *

NaCl RDVH 0.085(1) [3] *

KCl JC 0.044(1) [3] *

NaI RDVH 0.166(4) [3] *
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2.2. Simulation Details

All simulations in this work are molecular dynamics simulations (MD)
carried out with the open source program ms2 [42]. All simulations are
initialized by placing the particles randomly on a cubic grid. Most simula-
tions of the present work are carried out with 4 000 particles, but to study
the influence of system size, several simulations are repeated using 20 000
particles instead. The simulation box is cubic with periodic boundary con-
ditions. A fifth-order Gear predictor-corrector scheme [43, 44] is used for
integrating the equations of motion. The simulation time step is 1.214 fs.
For all simulations, the cut-off radius is 15 Å and long-range interactions are
handled with Ewald summation [45] for the electrostatics and the standard
tail corrections for the LJ interactions [43].

All simulations are carried out in two steps: First, the density is deter-
mined with an NpT simulation. In that simulation, the system is first equili-
brated for 50 000 time steps in the NVT ensemble and then for 500 000 time
steps in the NpT ensemble, before starting the production run of 1 000 000
time steps. The pressure is set using the Andersen barostat [46] and the
temperature is set using the velocity scaling thermostat [43]. Second, an
NVT simulation is carried out at the density obtained in the NpT run
and at the same temperature and composition. That NVT run consists
of 500 000 time steps of equilibration and a production phase of 2 000 000
time steps. To study the influence of the duration of the production phase,
some simulations are carried out for 20 000 000 time steps instead. In the
NVT run, we sample the radial distribution function (cf. Section 2.3) and
perform a cluster analysis (cf. Section 2.4). The instantaneous particle po-
sitions used for the cluster analysis are saved every 100 000 time steps. For
sampling the RDF, the range up to the cut-off radius is discretized into 500
equally sized bins for which particle positions were recorded every 10 000
time steps.

All literature solubility data used as a baseline were reported for 298 K
and 1 bar. Hence, all molecular simulations in this work were carried out at
that temperature and pressure. We refrain from repeating this throughout
the manuscript. For each salt, several simulations were carried out at dif-
ferent concentrations. Throughout this work, we use the true mole fraction
of the cation to denote composition. It is defined as

xcat =
ncat

ncat + nan + nsolv

, (4)
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in which ni is the true mole number of species i (cation ’cat’, anion ’an’,
and solvent ’solv’).

2.3. Number of Contact Ion Pairs

As a simple measure for the arrangement of ions in solution, the radial
distribution function (RDF) between the cation ’cat’ and the anion ’an’ is
defined as [43]

gcat–an(r) =
1

ρ̄an

dNan

4πr2dr
, (5)

in which ρ̄an is the total number density of anions in the simulation box,
Nan is the number of anions found in a shell with a thickness of dr around
the central cation, and r is the distance between the central ion and the
current shell. With the cation–anion RDF, the number of anions in the
first coordination shell around the central cation, ncat–an, is determined by

ncat–an = 4πρ̄an

rmin,1∫
0

gcat–an(r) r
2dr . (6)

The upper integration limit rmin,1 is the position of the first minimum in
the cation–anion RDF. For the 1:1 electrolytes studied in this work, ncat–an

corresponds to the number of contact ion pairs [4, 9, 47], which will be
denoted as nCIP in the following. With nCIP defined by Eq. (6), evaluating
the ion pairs rule by Benavides et al. [4, 9] is straightforward: if nCIP > 0.5,
the solution is supersaturated with the salt, i.e., the composition at which
nCIP = 0.5 can be used as an estimate for the salt solubility. We will denote
that estimate with the symbol xsol,CIP

cat throughout this work.

2.4. Cluster Analysis

Instantaneous configurations, i.e., snapshots of the simulated system as
a function of simulation time, are analyzed with a cluster analysis tool
provided by the visualization tool Ovito [36]. The employed cluster search
algorithm is shown schematically in Figure 1. The cluster algorithm searches
for neighboring ions of opposite charge in a radius rC around the central
ion. In the present work, we use the value of the first minimum position in
the cation-anion RDF as that radius rC. All particles that are within the
search radius are considered to be part of the same cluster. Single ions are
counted as a cluster of size 1.
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Figure 1: Schematic of the cluster algorithm [36]. Top: a configuration of the ions from a
simulation; anions are shown in green, cations in orange. Water molecules are not shown
to improve clarity. Middle: neighbor search in the radius rC around each ion. Around
each ion, only the corresponding counter ion is being searched for in the radius rC and
identified neighbors are grouped into a common cluster. The transparent ions represent
neighboring counter ions detected on the other side of the periodic boundary conditions.
Bottom: categorization of the ions into clusters of the same color.
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In this work, the information obtained by the cluster analysis is con-
densed into a single, intensive observable: the fraction of the number of
ions in clusters that contain j or more ions, denoted as X̄C-j in the follow-
ing. It is defined as

X̄C-j =

〈
MC-j∑
i=1

NC
i

〉
Ncat +Nan

, (7)

where the summation runs over all ion clusters in the solution, MC−j is
the number of clusters with j or more ions, NC

i is the number of ions in the
cluster i, and Ncat and Nan are the total numbers of anions and cations in
the simulation box, respectively. The angular brackets denote the ensemble
average, which in this case corresponds to the time average of the investi-
gated length of the production run. For a given state point of an electrolyte
solution, the property X̄C-j depends on three variables: the minimum clus-
ter size j considered in the evaluation, the neighbor search radius rC (which
is equivalent to the first minimum position in the cation–anion RDF), and
the length of the production run τ . Furthermore, by virtue of the molecular
simulations as such, the cluster distribution might be influenced by the sys-
tem size. The potential influences of all these parameters on the outcome
of the cluster analysis are investigated in Section 3.1.

3. Results and Discussion

3.1. Influence Parameters on the Property X̄C-j

3.1.1. Influence of the Minimal Cluster Size j and the System Size

Figure 2 shows the cluster size distribution of RDVH-NaCl in SPC/E
water for three different salt concentrations and two different system sizes:
4 000 particles (as used in the remainder of this work) and 20 000 particles.
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Figure 2: The mean number of clusters M̄C as a function of the number of ions per
cluster NC at 298 K and 1 bar for simulations for different cation mole fractions of the
RDVH-NaCl model in SPC/E water. Simulations in the left column had the same system
size and the same length of the production run as used in the rest of this work. The right
column shows simulations with exactly the same simulation settings, only the number
of particles is increased five-fold. Plots that are in the same row have the same axis
limits for M̄C to enable a straightforward comparison between the different system sizes,
while the insets in the right column focus on the smallest cluster sizes with the highest
number of clusters. The concentration shown in the middle row (i.e., 0.085 molmol-1)
corresponds to the salt solubility (cf. Table 2). The error bars contain 98 % of the data
points of the respective cluster size obtained over the course of the production run of
each simulation. The values of the cluster radius rC are in the range of 3.58 Å− 3.83 Å
(cf. Figure 4).
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Note that simulations were carried out at many more concentrations,
but only those three are shown here to keep the presentation as simple as
possible. Both system sizes show that at the lowest concentration (xNa+ =
0.02 molmol-1), only single ions, ion pairs, and very few clusters contain-
ing three ions are found. At the concentration that is close to the salt
solubility (xNa+ = 0.085 molmol-1), again single ions are predominant, the
extent of ion pairing becomes quite noticeable, and clusters of up to six
ions are observed. At the highest concentration (xNa+ = 0.15 molmol-1),
corresponding to a highly supersaturated solution, clusters of up to 20 ions
are found. In other simulations at similar concentrations, occasionally also
somewhat larger clusters were observed. These clusters had an elongated,
filamentous, and amorphous shape. One example of such a large cluster is
discussed in the Appendix A. Similarly shaped clusters have been reported
by Lanaro and Patey [31]. In general, for all concentrations, the cluster
distribution peaks at 1, which means that most ions are present as single
ions, even at high concentrations. Moreover, with increasing cluster size, the
cluster size distribution rapidly decreases and approaches zero, resembling
an exponential decay.

Qualitatively, irrespective of system size, the cluster distributions are
similar if the same salt concentration is investigated. At the same salt con-
centration, the only difference between the smaller and larger systems is
the actual number of clusters of a certain size, which is of course larger
for the larger systems. Quite interestingly, at the lowest concentration
(xNa+ = 0.02 molmol-1), the smaller system size tends to favor ion pair-
ing over the larger one, but at and above the solubility, that trend reverses.
However, there is considerable uncertainty in this interpretation due to the
fluctuations in the cluster size distributions indicated by the error bars, es-
pecially at low concentrations. Notwithstanding and most importantly for
the remainder of the present work, clusters containing six or more ions are
only found at or above the salt solubility independent of system size.

Figure 3 shows the lowest mole fraction x∗
Na+

at which the property X̄C-j

(cf. Eq. (7)) is greater than zero as a function of j for a system size of 4 000
particles. In other words, x∗

Na+
is the lowest mole fraction at which clusters

of size j or higher are observed at least once during the simulation.
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Figure 3: The lowest mole fraction x∗
Na+

at which X̄C-j is greater than zero (i.e., clusters
containing j or more ions are found) as a function of j at 298 K and 1 bar for the RDVH-
NaCl model in SPC/E water. The investigated systems contained 4 000 particles. The
gray shaded area depicts the solubility xsol

Na+
by Mester and Panagiotopoulos [3] including

uncertainties. The values of the cluster radius rC are in the range of 3.58 Å− 3.83 Å (cf.
Figure 4).

Interestingly, for 6 ≤ j ≤ 11, the mole fraction x∗
Na+

forms a plateau, the
value of which agrees well with the solubility xsol

Na+
from the literature [3].

It is gratifying that the value j = 6 is in accord with the smallest stable
cluster size reported in the literature [30, 31, 35], but for a different NaCl
model than the one studied here (JC instead of RDVH) and for much longer
simulations. Based on these findings, we formulate the empirical cluster rule
as follows: we hypothesize that the lowest cation mole fraction xsol,C-6

cat for
which X̄C-6 is greater than zero, i.e., the concentration for which the first
clusters containing six or more ions are observed, can serve as a rough
estimate for the salt solubility. We will assess the cluster rule from Section
3.2 onwards.

3.1.2. Influence of the Ion Mole Fraction on the RDF and the First Mini-
mum

The first minimum position of the cation–anion RDF was chosen as the
cluster search radius rC. This choice obviously has some influence on the
obtained cluster size distribution and, in turn, also on X̄C-6. Therefore,
we investigated the influence of the salt concentration on the RDF, with
a special attention on the position of the first minimum. Figure 4 shows
the cation–anion RDFs and the corresponding positions of the first min-
imum from simulations of RDVH-NaCl in SPC/E water at different salt
concentrations.
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Figure 4: The cation–anion radial distribution functions (top panel) and the correspond-
ing position of the first minimum rmin,1 (bottom panel) as a function of the mole fraction
of the cation at 298 K and 1 bar for the RDVH-NaCl model in SPC/E water. The colors
of the filled circles in the bottom panel correspond to the radial distribution function
shown in the same color in the top panel. rmin,1 is used as the neighbor search radius rC

for the cluster algorithm (cf. Figure 1).

As expected, with increasing concentration the height of the first peak
in the cation–anion RDF also increases, which corresponds to an increased
number of ion pairs. This furthermore indicates that clustering might be
more prevalent at higher concentrations (cf. Figures 2 and 3). The height
of the first minimum is roughly the same for all concentrations, while the
height of the second maximum decreases with increasing concentration. The
positions of the first and second maxima, and, most importantly for the
present work, the position of the first minimum, are practically indepen-
dent of composition, even when considering highly supersaturated solutions.
Some fluctuations in the first minimum position with increasing salt concen-
tration are evident at low concentrations, but for solutions in the vicinity of
the solubility limit or beyond it, practically the same value is obtained for
the first minimum position. Hence, the variation of rmin,1 with concentra-
tion is small, so that its value – which is used as the neighbor search radius
rC – has no noticeable impact on the outcome of the cluster algorithm.

16



3.1.3. Influence of the Length of the Production Run

Figure 5 shows the running average of the property X̄C-6 as a function
of simulation time of RDVH-NaCl in SPC/E water for three different salt
concentrations. The simulations shown there were ten times longer than
the other simulations shown in the rest of this work.
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Figure 5: The running average of the property X̄C-6 as a function of production time
τ at 298 K and 1 bar for the RDVH-NaCl model in SPC/E water for different salt
concentrations. The concentration shown in the middle panel corresponds to the salt
solubility (cf. Table 2). The gray shaded area denotes the standard deviation of the
data up to the simulation time τ . The values of the cluster radius rC are in the range of
3.58 Å− 3.83 Å (cf. Figure 4).
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At the lowest concentration, clusters of size six are never found, even if
simulations are run for 24.3 ns. At the salt concentration that is close to the
salt solubility (xNa+ = 0.085 molmol-1), the first clusters containing more
than six ions emerge after about 0.4 ns, and X̄C-6 stays greater than zero
and slightly increases with simulation time. At the highest concentration,
interestingly, X̄C-6 starts from a very high value and then slightly decreases
with simulation time, but stays well above zero for all times. Hence, once
clusters with six or more ions form, they tend to be stable in solution, and/or
grow in size with simulation time. Since the definition of the property X̄C-6

includes all ions in clusters of size six or larger, these growing clusters are
explicitly considered in the analysis. Moreover, it seems that a production
run of about 2.4 ns is sufficient to determine if clusters with size six or larger
will form during a simulation or not.

3.2. Results for the NaCl Models with SPC/E water

Figure 6 illustrates the use and the results of the ion pairs rule of Be-
navides et al. for the three investigated NaCl models with SPC/E water: it
shows the number of contact ion pairs as a function of salt concentration.
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Figure 6: The number of contact ion pairs nCIP as a function of the mole fraction of Na+

at 298 K and 1 bar of all investigated NaCl models (SD, JC, RDVH) in SPC/E water.

The vertical red dashed line corresponds to the solubility xsol,CIP
Na+

determined with the

ion pairs rule [4, 9]. The gray shaded area depicts the solubility xsol
Na+

reported by Mester
and Panagiotopoulos [3] including uncertainties. The solid black line corresponds to a

third order polynomial used to determine nCIP = 0.5 and hence xsol,CIP
Na+

.

In order to evaluate xsol,CIP

Na+
from the ion pairs rule, a third order poly-

nomial was fitted to the simulation results and evaluated for the ion mole
fraction for which nCIP = 0.5. In the case of the JC model, even at very high
concentrations corresponding to highly supersaturated solutions, no values
of nCIP in the proximity of 0.5 were obtained, so that the polynomial had to
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be extrapolated quite considerably. However, for the present discussion it
suffices to know that the concentration for which nCIP = 0.5 is much larger
than the actual solubility, at least by a factor of two. In principle, in all
three cases the general statement of the ion pairs rule holds: the number
of contact ion pairs at the solubility reported in the literature is lower than
0.5. In the case of the RDVH model, xsol,CIP

Na+
is actually quite close to the

literature solubility value, such that the ion pairs rule provides a useful es-
timate of the true solubility. However, for the other two models, xsol,CIP

Na+
is

much larger than the solubility reported in the literature: for the JC model,
xsol,CIP

Na+
is three times greater and for the SD model, it is seven times greater.

As a result, since xsol,CIP

Na+
is the estimated upper limit of the solubility, the

ion pairs rule leaves a wide margin for the concentration range in which one
may assume that the salt is completely soluble when in fact it is not.

For comparison, Figure 7 shows the results of the evaluation of the clus-
ter analysis algorithm. There, the property X̄C-6 is depicted as a function of
salt concentration for the three investigated NaCl models. Also, the results
of the solubility determined with the ion pairs rule is shown (cf. Figure 6).
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Figure 7: The property X̄C-6 as a function of the mole fraction of Na+ at 298 K and
1 bar of all investigated NaCl models (SD, JC, RDVH) in SPC/E water. The vertical
blue dotted line corresponds to the lowest mole fraction at which clusters with six or more
ions occur. The vertical red dashed line corresponds to the solubility xsol,CIP

Na+
determined

with the ion pairs rule [4, 9] (cf. Figure 6). The gray shaded area depicts the solubility
xsol
Na+

reported by Mester and Panagiotopoulos [3] including uncertainties.

It is found that for all three NaCl models investigated here, the con-
centration at which clusters of six or more ions are found is closer to the
solubility reported in the literature than the solubility estimated by the ion
pairs rule. In the case of the SD and JC models, the cluster rule over-
estimates the solubility from the literature, while for the RDVH model,
the solubility is slightly underestimated. However, slightly underestimat-
ing the solubility is actually preferable compared to overestimating it, since
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that prevents studying state points for which the solution is supersaturated.
Furthermore, for the SD model both schemes highly overestimate the solu-
bility reported in the literature. However, the SD model for NaCl is quite
different from the other two in that it quite drastically underestimates the
solubility of real NaCl.

3.3. Results for the JC-TIP4P-Ew-NaCl Model

Figure 8 shows the properties nCIP and X̄C-6 as a function of the salt
concentration for the JC-TIP4P-Ew-NaCl model.
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Figure 8: The number of contact ion pairs nCIP (top panel) and the property X̄C-6

(bottom panel) as functions of the salt concentration at 298 K and 1 bar for the JC-
TIP4P-Ew-NaCl model. The vertical blue dotted line corresponds to the lowest mole
fraction at which clusters with six or more ions occur. The vertical red dashed line
corresponds to the solubility xsol,CIP

Na+
determined with the ion pairs rule [4, 9]. The gray

shaded area depicts the solubility xsol
Na+

reported by Manzanilla-Granados [21] including
uncertainties.

As for the JC-NaCl model with SPC/E, the number of contact ion pairs
had to be extrapolated significantly to reach a concentration for which nCIP

reaches 0.5. Thus, the ion pairs rule overestimates the solubility of JC-NaCl
also in TIP4P-Ew water. By contrast, the cluster rule matches the solubil-
ity data reported by Manzanilla-Granados [21] well, showing its usefulness
irrespective of the used water model.
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3.4. Results for the JC-KCl Model

Figure 9 shows the properties nCIP and X̄C-6 as a function of the salt
concentration for solutions of the JC-KCl model in SPC/E water.
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Figure 9: The number of contact ion pairs nCIP (top panel) and the property X̄C-6

(bottom panel) as functions of the salt concentration at 298 K and 1 bar for solutions
of JC-KCl in SPC/E water. The vertical blue dotted line corresponds to the lowest
mole fraction at which clusters with six or more ions occur. The vertical red dashed
line corresponds to the solubility xsol,CIP

K+ determined with the ion pairs rule [4, 9]. The

gray shaded area depicts the solubility xsol
K+ reported by Mester and Panagiotopoulos [3]

including uncertainties.

The findings are qualitatively similar to the results obtained for the NaCl
models. The ion pairs rule yields a broad concentration range in which the
salt is estimated to be soluble and overestimates the solubility reported in
the literature. The cluster analysis underestimates the solubility slightly,
but as mentioned before this is actually the preferred case from a practical
standpoint.

3.5. Results for the RVDH-NaI Model

Figure 10 shows the properties nCIP and X̄C-6 as a function of the salt
concentration for solutions of the RDVH-NaI model in SPC/E water.
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Figure 10: The number of contact ion pairs nCIP (top panel) and the property X̄C-6

(bottom panel) as functions of the mole fraction of Na+ at 298 K and 1 bar for solutions
of RDVH-NaI in SPC/E water. The vertical blue dotted line corresponds to the lowest
mole fraction at which clusters with six or more ions occur. The vertical red dashed
line corresponds to the solubility xsol,CIP

Na+
determined with the ion pairs rule [4, 9]. The

gray shaded area depicts the range of the solubility xsol
Na+

from the literature [3]. The
black arrows indicate the simulations from which the snapshots shown in Figure 11 were
captured.

In contrast to the examples discussed before, both rules underestimate
the solubility reported in the literature. In agreement with the results re-
ported by Benavides et al. [4] for this model combination, the value of
nCIP is about 1.2 to 1.3 at the solubility. In the study of Benavides et al.,
RDVH-NaI was the only model for which nCIP at the solubility reported in
the literature was much larger than 0.5. This finding was attributed to the
size difference of the ions, which leads to a lower chemical potential of the
NaI crystal.

The values of both nCIP and the property X̄C-6 reach significantly higher
values compared to the NaCl and KCl simulations (cf. Figures 6 and 7),
which means anions and cations coordinate closely and large clusters are
observed. Beyond the solubility, the slopes of both nCIP and X̄C-6 decrease
with increasing salt concentration, in contrast to what is observed for the

24



NaCl and KCl models. The property X̄C-6 approaches a value of 1 at the
highest cation mole fraction, which means nearly all ions coordinate in clus-
ters of six or more ions.

To elaborate more on this interesting finding, Figure 11 shows snapshots
at the end of three simulations with different salt concentrations. The cor-
responding cation mole fractions are marked with arrows in Figure 10, i.e.,
xNa+ = 0.174, 0.214, 0.254 molmol-1.

Figure 11: Snapshots taken at the end of the simulation of RDVH-NaI in SPC/E water
for three mole fractions beyond the solubility reported in the literature [3] at 298 K and
1 bar (cf. black arrows in Figure 10). Only the five largest ion clusters are shown and
categorized by color (dark blue: largest cluster, turquoise: 2nd largest cluster, dark green:
3rd largest cluster, light green: 4th largest cluster, yellow: 5th largest cluster); water is
not shown to improve clarity.
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With increasing concentration, more ions coordinate in increasingly big-
ger clusters, which eventually fill the entire simulation box, as can be seen at
the two highest cation mole fractions. At the highest cation mole fraction,
at which X̄C-6 approaches 1, the ratio of NaI to water is 1:2.

While this investigation gives no strict proof for it, these findings sup-
port the hypothesis that for the combination of the RDVH-NaI model and
SPC/E water, the salt precipitates as the dihydrate NaI · 2 H2O rather than
the pure NaI crystal. It is quite intriguing that also real NaI precipitates
as the dihydrate at 298 K and 1 bar [48]. However, the solubility reported
by Mester and Panagiotopoulos [3] was determined under the assumption
that the pure NaI crystal forms and is therefore not applicable to the di-
hydrate case. Both methods to calculate the solubility exactly – the direct
coexistence method and the chemical potential method – rely on a priori
knowledge of the solid phase. The results of our study indicate that inves-
tigating the structure of the solution closely, especially with the help of a
cluster algorithm, allows for detecting situations in which the formation of
hydrates might occur.

This is an important aspect because in reality, the stable form of the
precipitating crystal – i.e., whether a hydrate forms and if it does, with
how many water molecules – strongly depends on temperature for many
electrolytes in aqueous solution. In the case of NaI investigated here, the
dihydrate forms at ambient temperature, but below -12.3 °C the pentahy-
drate NaI · 5 H2O forms [48]. Taking NaCl as a further example, at room
temperature the pure NaCl crystal forms, but at temperatures below 0 °C,
the dihydrate NaCl · 2 H2O is the stable solid form [49]. Many alkali and
alkaline earth metal halide salts behave similarly, i.e., they form different
hydrates depending on temperature [49].

However, it is not guaranteed that molecular models correctly repro-
duce this behavior. Molecular models might form different hydrates or
non-hydrates that might not be expected when simply looking at what the
real electrolyte does in experiments. To the best of our knowledge, the only
case in which this topic has been thoroughly investigated is the CaCl2 study
of Moučka et al. [14]. It is known from experiments that this electrolyte
precipitates as the hexahydrate at ambient temperature, but the the dihy-
drate forms at temperatures above 318 K. However, Moučka et al. found
that for the investigated molecular model, only the dihydrate is stable at
both temperatures and, hence, the model most likely forms the dihydrate
at both temperatures. Investigating the structure of the simulated system
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closely, e.g., with the help of a cluster algorithm such as the one used in the
present work, is one way to at least keep this important aspect in mind. In
general, hydrate-forming systems are interesting candidates to investigate
nucleation kinetics in future works, since nucleation events of hydrates are
more probable compared to pure ion crystals because water is part of the
forming solid and must not be absent from the nucleation site, which is the
case for non-hydrates.

4. Conclusions

The structure of electrolyte solutions was investigated with molecular
dynamics simulations, using a neighbor search algorithm to identify ion
clusters [36]. The information of the cluster size distribution was condensed
into a single, intensive property: the fraction X̄C-6 of ions in clusters con-
taining six or more ions. It was found that the lowest concentration at which
the first clusters with six or more ions occur, i.e., for which X̄C-6 is greater
than zero, is a good indicator to estimate the salt solubility. Together with
the ion pairs rule by Benavides et al. [4], this cluster rule was assessed us-
ing six molecular models of alkali halides in water for which solubility data
are available in the literature. Overall, reasonable agreement was obtained
between these reference data and the two empirical rules, given their sim-
plicity, with the cluster rule slightly outperforming the ion pairs rule. For
the case of aqueous NaI, the cluster analysis further revealed that the emerg-
ing salt crystal might actually be the dihydrate, as is the case for real NaI
in aqueous solution and in contrast to what has been assumed in the liter-
ature thus far. Altogether, the insights of the present work provide a point
of departure for further investigations on how structuring and clustering of
ions in electrolyte solutions relate to the salt solubility. Key advantages of
the employed cluster distribution analysis include that it is simple to use,
e.g., in post-processing, and does not need any knowledge of the emerging
crystal, sophisticated evaluation schemes, or elongated simulation times.
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Appendix A. Structure of Large Clusters Observed at High Salt
Concentrations

As stated in Section 3.1.1, among all simulations carried out in the
present work, clusters containing more than 20 ions were rare and clusters
of this size were not long-lived. Figure 12 shows the biggest cluster observed
in this work (excluding the RDVH-NaI simulations), which was found at the
highest investigated concentration, xNa+ = 0.15 molmol-1, of RDVH-NaCl
in SPC/E water.

unwrapped rotated cluster bonds

1.578 ns1.457 ns 1.699 ns

biggest cluster with 147 ions 

τ

Figure 12: Snapshots from the simulation at the highest concentration of RDVH-NaCl in
SPC/E water (xNa+ = 0.15 molmol-1). Top panels: snapshots showing the five biggest
clusters in three consecutive frames with coloring as in Figure 11 of the main text; the
frame that contains the biggest overall cluster with 147 ions is shown in the middle panel,
while snapshots of the previous and subsequent configurations are shown to its left and
right, respectively. Bottom panels, from left to right: the biggest cluster containing 147
ions unwrapped (i.e., depicted as a coherent object without visual disconnections arising
from the periodic boundary conditions), the same unwrapped cluster rotated for improved
visualization, and the corresponding cluster bounds used by the cluster algorithm. The
red arrows indicate the single cation that connects the two sub-clusters, which build up
the large cluster.

This cluster contains 147 ions out of the total of 1 200 for that simulation
and has an elongated, filamentous, and amorphous shape. Upon closer
investigation, the cluster consists of at least two sub-clusters connected by
a single cation (cf. Figure 12, bottom panel). The left sub-cluster consists of
85 ions and the right sub-cluster consists of 62 ions. The merging of several
sub-clusters by a chain of single ions is caused by the neighbor-based cluster
algorithm used in this work. Other cluster approaches, such as centroid-
based clustering (e.g., k -means algorithm [50]) or density-based clustering
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(e.g., DBSCAN [51]), may have identified the two individual sub-clusters
instead. Notwithstanding, for the topic investigated in the present work,
this makes essentially no difference since both cases still yield the same
value for the property X̄C-6.

Nomenclature

Abbreviations

an Anion

cat Cation

CIP Contact ion pairs

JC Models by Joung and Cheatham

LJ Lennard-Jones interaction site

PC Point charge interaction site

RDF Radial distribution function

RDVH Models by Reiser et al.

SD Models by Smith and Dang

solv Solvent
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Symbols and Indices

a–d Indices for interaction sites

ε LJ energy parameter

ϵ0 Vacuum permittivity

gcat–an Cation–anion RDF

i, j Indices for particles

j Minimal cluster size

Mcat–an Molar mass of a salt

Mi Total number of interaction sites of particle i

M̄C Number of clusters of size NC in a single frame

ncat–an Number of anions in the first coordination shell around
the central cation

nCIP Number of contact ion pairs (equivalent to ncat–an)

Ni Number of particles of species i

NC Number of ions in a cluster

p Pressure

q Magnitude of point charges

r Distance between interaction sites

ρ̄i Total number density of species i

rmin,1 Position of the first minimum of the RDF

σ LJ size parameter

T Temperature

V Volume

X̄C-6 Number of ions in clusters containing six or more ions
divided by the total number of ions (cf. text)

xsol
cat Solubility limit

x∗
cat Lowest mole fraction at which the first clusters with j or

more ions are observed

xsol,CIP
cat Solubility estimated with the ion pair rule

xsol,C-6
cat Solubility estimated with the cluster rule
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