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Abstract

This work presents a computationally inexpensive framework for modeling

combined pyrolysis and gas-phase combustion of general vegetative fuels,

which improves on existing solvers by incorporating detailed chemical kinet-

ics and predicts the ignition behavior. The main motivation for this work

is capturing the burning behavior of live wildland fuels, which can differ

from those of dead fuels. Existing models are unable to accurately predict

the ignition time and temperature variations for the live fuel cases. The ki-

netics model used here accounts for the non-primary constituents of fuels,

or “extractives”, which are expected to play a role in this distinct behavior.

Validation studies show that the developed model is a promising tool for

understanding the effects of fuel chemistry and spatial variation on ignition

and fuel burning behavior. Case studies using the tool suggest that varia-

tions in ignition time can be explained by combined effects of variables such

as moisture content, initial composition, and density.
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Novelty and Significance Statement

We address a gap in the literature by developing a model that can simulate

the pyrolysis and gaseous ignition of live wildland fuels. Existing methods

that focus on pyrolysis and smoldering cannot capture the complex chemical

kinetics of either pyrolysis or gas-phase combustion, and do not represent in-

teractions between the solid and gas phases that lead to ignition. Similarly,

existing detailed fluid dynamics models for fire behavior do not represent

detailed gas-phase chemical kinetics, and do not typically couple with a py-

rolysis model. We demonstrate the model’s capability to predict pyrolysis

products, temperatures, and ignition times for different plant species, ac-

counting for subtle differences in composition. We examine relationships

between fuel composition, moisture content, pyrolysis products, and ignition

time.
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1. Introduction

Understanding the combustion behavior of multi-species, porous media is

necessary for controlling many natural and engineered systems. Wildfire is a

major environmental and societal concern that has become increasingly im-

portant in recent years due to climate change and the associated increase in
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the extent of areas globally impacted by fires. In the field of energy produc-

tion, optimizing biomass conversion reactors allows enhancing technologies

for harnessing biofuels as a sustainable energy source [1] while controlling

greenhouse gas emissions and air pollution; other examples include control-

ling heat shield burning of space vehicles [2] and thermal runaway in battery

energy storage devices [3].

Ignition and combustion of wildland fuels have been extensively studied

over the last 70 years, leading to models that describe fuel burning behavior

with acceptable accuracy for dead fuels [4–7]. However, these models are

unable to properly predict the behavior of living fuels [8]. Experiments based

on the burning of live fuels show that they can sustain fire spread at higher

moisture contents compared with dead fuels [8, 9]. These fires are often

unpredictable and difficult to control. The chemical composition of live fuels

differs from dead fuels in that, along with the main constituents (cellulose,

hemicellulose, lignin, and water), they also contain sugars, lipids, proteins,

phenols, and minerals [10]. These non-primary constituents are sometimes

known as “extractives” in the literature [11]. The different burning behavior

of living fuels has been mostly attributed to their high moisture content and

different chemical composition. For example, Lamorlette et al. [12] found that

the dynamics of moisture loss in live fuel are inconsistent with the assumption

of equilibrium between solid and liquid phases in models. McAllister et al. [9]

suggested that the chemical composition of live fuels should be included in the

analysis to explain the variation in ignition behavior with seasonal changes.

Classical physical models for fuel burning behavior are mostly based on

multiphase formulations [4–6, 13], which have been used as the basis for fire
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simulators and solvers such as FireFOAM [14, 15], Fire Dynamics Simulator

(FDS) [16], and Wildland-Urban Interface Fire Dynamics Simulator (WFDS)

[6]. This approach basically considers the combustible medium as a distribu-

tion of solid particles (or fuel elements such as shrubs, twigs, and grass) and a

gas that flows through them [4]. Solid particles are assumed to be motionless

and thermally thin, meaning that the temperature throughout any particle is

uniform at all times [7]. The approach includes separate but coupled models

for solid and gas phases. The solid-phase model accounts for moisture evap-

oration followed by thermal degradation (pyrolysis), generally in the form of

simplified one-step Arrhenius-like, temperature-dependent, mass-loss rates.

The gas-phase model considers mass, momentum, and energy transfer using

radiative and reactive Navier–Stokes equations with interface relationships

to couple the solid and gas phases [7].

Other attempts use a more-complex framework for modeling solid-phase

combustion to improve the predictive accuracy of models [17, 18]. For in-

stance, GPyro [17, 19] provides the ability to solve three-dimensional heat,

mass, and momentum transfer in the solid phase, unlike previous models

(as in FireFOAM and WFDS) that divide the objects into multiple one-

dimensional “patches.” It can also incorporate multi-step complex reaction

models, though with limitations on the number of species and reactions.

GPryo has been successfully used to model pyrolysis and smoldering, for

example in peat [20–24] and woody fuels [25, 26].

Most earlier chemical kinetics models for the combustion of wildland fuels

represent the fuel as a combination of three main constituents—cellulose,

hemicellulose, and lignin—and moisture in a over-simplified manner, ignoring

4



the non-primary constituents. Ranzi and Debiagi et al. [11, 27] recently

proposed a multistep kinetic model to describe the pyrolysis of general types

of biomass by characterizing composition in terms of a limited number of

reference species including ones to represent extractives, i.e., triglyceride and

tannin. The method well-predicts the thermogravimetric analysis (TGA)

results for a wide range of biomass samples including wood plants (such as

pine and almond trees) and grasses (such as switchgrass and wheat). The

group further developed a complex framework for the pyrolysis of biomass

particles to solve the transport equations at the pore level and for arbitrary

geometries [28].

The above frameworks, while effective for solving pyrolysis and smolder-

ing problems, are unable to handle the pyrolysis gases as they issue into the

surrounding environment, necessary for ignition calculations. There have

been reports of models for estimating the ignition time based on the assump-

tion of pyrolysis time being equal to the ignition time [29]; however, these

models oversimplify the problem, limiting it to certain conditions, and do

not provide a way to investigate the effect of chemistry on gas-phase com-

bustion. This work aims to fill in the gap by developing a physics-based

solver for predicting the ignition time of live fuels using the above-mentioned

detailed kinetics model for both solid and gas phases.

In this article, we first introduce a mathematical model of porous media

ignition, discuss the pyrolysis and gas-phase domain combustion sub-models

along with the numerical methods, and clarify all required material parame-

ters. Second, we validate the model by comparing with experimental results

for dead and live fuel combustion. Finally, we analyze the relationship be-
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tween model variables and ignition characteristics, and lay the groundwork

for future studies of live fuel burning.

2. Methods

The proposed ignition model uses a one-dimensional domain, combining

solid-phase (pyrolysis) and gas-phase combustion sub-models to describe each

process as Figure 1 shows, suitable for reproducing cone calorimeter (and

similar) experiments.

Igniter

Figure 1: Schematic of computational domain, showing solid- and gas-phase sub-

domains/sub-models.

2.1. Pyrolysis

The pyrolysis sub-model solves conservation of mass, species, and energy

in a heterogeneous medium, considered to be a porous material, composed of

separate solid and gas phases. To model the process, the conservation laws
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are applied to each phase, though at a higher scale rather than at the pore

level. This means that we assume the solid and gas are distributed uniformly

in each control volume, which is permeable to gaseous mass transfer but

impermeable to solid-phase mass transfer.

Solid phase. The governing equations expressing conservation of energy and

mass for the solid phase [17] are

∂

∂t
(ρscsT ) =

∂

∂z

(
ks
∂T

∂z

)
+

∂q̇′′r
∂z

+

NR∑
k=1

ω̇′′′
k ∆hk and (1)

∂

∂t
(ρs) = −

NS∑
j=1

ω̇′′′
j , (2)

where T is temperature; ω̇′′′
k and ∆hk denote the net rate and enthalpy of

reaction k; ω̇′′′
j is the net production rate of gaseous species j; NR and NS

are the numbers of reactions and species, respectively; q′′r is the in-depth

radiative heat flux; and ρs, cs and ks are the mixture-averaged solid density,

specific heat capacity, and conductivity, respectively, which are evaluated

using weight- or volume-averaging methods:

ρs =
1− ϕ∑NS

i=1 Yi/ρi
, (3)

cs =

NS∑
i=1

ciYi , and (4)

ks =

NS∑
i=1

Yiki/ρi∑NS

j=1 Yj/ρj
(1− ϕ) . (5)

In the above equations, ki and ρi are the conductivity and constant density

of individual solid phase species, Yi is the solid species mass fraction, and ϕ

is porosity. Although this framework can incorporate detailed properties and

7



functional expressions, we use a simple model for estimating the individual

heat capacity and thermal conductivity of solid species as Table 1 shows.

In Eq. (1), ∂q̇′′r
∂z

is the divergence of in-depth radiative heat flux [30]; this

term is only relevant for semi-transparent or porous materials that absorb

radiation at depth and is usually modeled using an attenuation coefficient

(denoted as τ here):
∂q̇′′r
∂z

= −τ q̇′′r . (6)

Assuming radiation is only normal to the surface and neglecting the emission

from interior parts of the solid, the above equation (for a constant τ) becomes

∂q̇′′r
∂z

= −ϵq̇′′s τ exp (−τz) , (7)

where q̇′′s is irradiation and ϵ is the mixture-averaged emissivity as calculated

using individual solid emissivities in Table 1 and

ϵ =

NS∑
i=1

Yiϵi/ρi∑NS

j=1 Yj/ρj
(1− ϕ) . (8)

Table 1: Solid individual heat capacity and emissivity.

Species Heat capacity [kJ/(kg K)] ϵi [-] Reference

Biomass 1.5 + 0.001T [K] 0.757 [17, 31]

Char 0.7 + 0.0035T [K] 0.957 [17, 32]

Water 4.188 0.950 [17, 33]

For the chemical kinetics of pyrolysis, we used the detailed biomass com-

bustion model of Debiagi et al. [11] with 46 species and 28 reactions. All
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reactions in this model involve single reactants and oxidation is not consid-

ered (i.e., we do not aim to model smoldering here, though this is possible

with our model). The volumetric destruction rate of solid phase reactant i

in reaction A is

ω̇′′′
i |A = ZAT

n exp

(
EA

RT

)
m′′′

i , (9)

where ZA and EA are pre-exponential factor and activation energy for reac-

tion A and m′′′
i is the local mass of solid phase reactant i per unit volume.

The formation rates of all other solid/gaseous species involved in reaction A

are related to ω̇′′′
i |A via stoichiometry.

Gas phase. For the gas inside the porous medium (i.e., in the pores), conser-

vation of mass and species are considered without solving the energy equa-

tion, assuming thermal equilibrium between the gaseous and solid phases1:

∂

∂t

(
ρgϕ

)
+

∂

∂z
(ṁ′′) =

∑
ω̇′′′
j and (10)

∂

∂t
(ρgϕYj) +

∂

∂z
(ṁ′′Yj) =

∂

∂z

(
ρgϕD

∂Yj

∂z

)
+ ω̇′′′

j , (11)

where ρg is the gas density, Yj is gas phase species mass fraction, ṁ′′ is

mass flux, and D is the effective binary diffusion coefficient assuming that all

gaseous species have the same diffusivity as oxygen diffusing into the nitrogen

environment. This assumption is made to simplify the calculations, but as

stated before the framework can handle more-detailed properties. Since the

porous medium is permeable to gaseous mass transfer, Fick’s law describes

1According to Mulky and Niemeyer [25], making this thermal-equilibrium assumption

in simulations of smoldering in porous media changes the calculated propagation speeds

by just 5.6%.
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the species’ diffusive fluxes. The binary diffusion coefficient for species A

diffusing into species B is (based on Chapman–Enskog theory):

DAB = 0.018829

√
T 3

(
1

MA
+ 1

MB

)
Pσ2

ABΩD,AB

, (12)

where MA and MB are molecular weights, T is temperature, P is pressure,

and σAB and ΩD,AB are model parameters tabulated for some gases by Bird

et al. [34]. The convective mass transfer is considered using Darcy’s law to

express the momentum balance:

ṁ′′ = −K

ν

(
∂P

∂z

)
(13)

P =
ρg
M

RT , (14)

where K is permeability, ν is kinematic viscosity, and M denotes average

molecular weight. Using the unity Schmidt and Lewis numbers assumption,

viscosity is approximated as ν ≈ D. As seen in Eq. (14), the ideal gas

assumption is used to evaluate pressure.

2.2. Gas-phase combustion

A simplified gas-phase combustion sub-model solves the energy and species

conservation equations for the pyrolyzates as they issue into the surrounding

air. This model assumes laminar, constant-density combustion with negligi-

ble kinetic energy and pressure changes; hence, the velocity field is uniform

but varies with time:

∂

∂t
(ρcpT ) + ṁ′′ ∂

∂z
(cpT ) =

∂

∂x

(
ρDcp

∂T

∂x

)
−
∑

ω̇′′′
j hj and (15)

∂

∂t
(ρYj) + ṁ′′∂Yj

∂z
=

∂

∂x

(
ρD

∂Yj

∂x

)
+ ω̇′′′

j , (16)
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where hj denotes enthalpy of individual gas species. The energy equa-

tion given in Eq. (15) is expressed in Shvab–Zeldovich form [35], assuming

no viscous dissipation, no radiation heat transfer, unity Lewis number (Le

= k/ρcpD), and no diffusion in the flow direction. The model only solves

gas-phase combustion up to the point of ignition and not beyond; we are

not attempting to simulate flame propagation. The sub-model is linked to

pyrolysis through the boundary conditions as explained in the next section.

The gas-phase chemical kinetic model is again based on the detailed

biomass combustion model from Ranzi et al. [27] with 137 species and 4533

reactions for gas-phase combustion (bio1412 from the CRECK modeling

group).

2.3. Boundary conditions

This section describes the boundary condition used for simulating the

cone calorimetry experiments discussed in Section 3.1. The ignition model

discussed here is not designed to work with forced air convection, which

would undermine the assumptions discussed in Section 2.2. For cases with

radiative heating on the top of the sample, the heat flux at the top boundary

in the pyrolysis sub-model is (for τ → ∞)(
−ks

∂T

∂z

)∣∣∣∣
z=0

= ϵq̇s
′′ − h(T − T∞)− ϵσ(T 4 − T 4

∞) (17)

and for non-opaque materials (τ ̸= ∞) the heat flux is(
−ks

∂T

∂z

)∣∣∣∣
z=0

= ϵq̇′′s (1− τ)− h(T − T∞)− ϵσ(T 4 − T 4
∞) , (18)

where h denotes convective heat transfer coefficient, q′′s is irradiation, ϵ is

the mixture-averaged emissivity given by Eq. (8), and T∞ is the ambient

temperature.
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At the top boundary, the pressure is atmospheric and gas diffusion is

approximated as (
−ρgϕD

∂Yj

∂z

)∣∣∣∣
z=0

≈ hm

(
Y ∞
j − Yj

∣∣
z=0

)
, (19)

where hm is the diffusive mass transfer coefficient. The bottom face and the

sides of the solid domain are assumed impermeable and insulated so there is

no mass and heat flux across the bottom face:(
−ks

∂T

∂z

)∣∣∣∣
z=−H

= 0 , (20)(
−ρgϕD

∂Yj

∂z

)∣∣∣∣
z=−H

= 0 , and (21)

ṁ′′|z=−H = 0 . (22)

For the gas-phase combustion sub-model, time series of temperature, mass

flux, and mass fraction are provided at the inlet boundary (at the interface

with the solid):

T
∣∣
z=0

= Tin(t) ,

ṁ′′∣∣
z=0

= Jin(t) , and

Yj

∣∣
z=0

= Yin(t, j) .

At the side boundaries, the ambient (stagnant) air condition applies and the

pressure is atmospheric in the entire domain. For cases with an igniter, the

temperature at the top boundary (z = δ) is set to an initial temperature and

is only allowed to change by the heat release from the reactions:

T (t = 0)
∣∣
z=δ

= Ti and (23)

∂

∂t
(ρcpT )

∣∣∣∣
z=δ

= −
∑

ω̇′′′
j hj . (24)
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2.4. Numerical methods

The pyrolysis and gas-phase combustion sub-models are solved separately

in a decoupled fashion, linked through the boundary conditions. The above-

mentioned partial differential equations are spatially discretized using the

finite volume method with upwind differencing for advective terms and piece-

wise linear approximation for diffusive fluxes. The Supplementary Material

presents the discretized form of these equations. The resulting ordinary dif-

ferential equations (ODEs) are time integrated using a variable-step, variable-

order (VSVO) solver based on the numerical differentiation formulas of orders

one to five [36].

For the gas-phase combustion sub-model, we use an operator-splitting

technique to accelerate the solution process and avoid numerical difficulties

due to the coupling of chemical kinetics and fluid flow. Operator-splitting

methods divide the time integration into several sub-steps, separating the

reaction part from the transport one at each time step [37, 38]. In the

Strang splitting method adopted here (which is second-order accurate) [39],

the transport part is first integrated over half of the time step, ∆t/2. Next,

the chemical source term is integrated over the original time step, ∆t. Last,

the transport part is again integrated over the remaining ∆t/2.

To implement the solution process, we use MATLAB’s ode113 solver [36]

with ODE functions defined to compute the right-hand side of the differen-

tial equations. The reaction rates and thermodynamic properties (for the

gas phase) are evaluated using Cantera [40], an open-source software tool

for systems involving complex chemical kinetics and the associated thermo-

dynamics and transport properties. The Supplementary Material provides
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an example pseudocode to demonstrate the algorithmic workflow, and the

software implementation is available openly [41].

3. Results and discussion

In this section, we first use the proposed model to simulate two exper-

iments available in the literature: non-charring gasification of white pine

[42] and piloted ignition of Eucalyptus saligna leaves [43], to examine the

performance of the model on both dead and live fuels. We then explore

the relationships between model variables, leveraging the detailed chemical

kinetics.

3.1. Model evaluation

In the first set of experiments, a pine cube is irradiated in a nitrogen

environment [42]. The sample is considered dead fuel. This experiment

has been previously simulated with the software Gpyro [17], considering six

solid-phase species and a two-step reaction model. In the second experiment,

a biomass bed comprising live Eucalyptus leaves with a range of moisture

contents is irradiated in open air. Table 2 summarizes the experimental

conditions and model parameters.

Figure 2 compares model calculations and the experimental temperature

measurements for white pine gasification. The solver slightly over-predicts

temperature at 10mm, but the calculated temperatures at the surface and

5mm match the experimental data closely. Figure 3 shows the calculated and

experimental mass fractions of pyrolysis gases at the surface of the sample,

demonstrating the capability of the model in predicting the detailed com-

position of pyrolyzates. The experimental data on the evolution of water
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Table 2: Operating conditions of experiments. Species names include short names from

source kinetic model.

Properties Experiment 1 Experiment 2

Material White pine Eucalyptus saligna leaves

Shape cube biomass bed

Dimension 3.8 cm 10 cm× 10 cm× 2.8 cm

Initial density [kg/m3] 380 30

Moisture content [%] 5 25–119

Irradiance (q̇′′s ) [kW/m2] 25 or 40 50

Permeability (K) [m2] 1 × 10−10 [17] 1 × 10−7

Diffusive coefficient (hm) [kg/m2/s] 0.01 [17] 0.01

Convective coefficient (h) [W/m2/K] 10 [17] 10

Attenuation coefficient (τ) [-] ∞ 0.15 [44]

Composition (% weight)

cellulose (CELL) 0.4254 0.4571

hemicellulose (HCELL) 0.1927 0.1725

H-rich lignin (LIGH) 0.0998 0.0186

O-rich lignin (LIGO) 0.0482 0.1861

C-rich lignin (LIGC) 0.1658 0.0692

triglyceride (TGL) 0.0326 0.0121

tannin (CTANN) 0.0354 0.0844
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Depth: 0 mm

5 mm

10 mm

Figure 2: Temperature profiles at different depths of white pine pyrolysis for 40 kW/m2

heat flux experiment.
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Figure 3: Comparison of calculated mass fraction and experimental data of select major

species in the pyrolysis products for 40 kW/m2 heat flux experiment of white pine. Solid

lines denote simulation data and the markers represent experimental data.
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are qualitatively valid but quantitatively inaccurate due to some measuring

probe calibration issues [42].

Figure 4 shows the predicted mass loss rates for heat fluxes of 25 and

40 kW/m2. Although the results are acceptable for the lower heat flux and

the shape of the curves match well with the experiment for both cases, our

model underpredicts peak mass loss rate, and it occurs ∼15 s earlier than

in the 40 kW/m2 heat flux experiment. This discrepancy can be partly at-

tributed to the inaccuracies in estimating the initial sample composition used

in the model. The CRECK Biomass Database [11], from which the sample

composition is derived, only contains one datapoint for eastern white pine,

while Kashiwagi et al. [42] do not specify the exact variety of the white pine

wood used in their experiments. It is possible that the model underrepresents

certain components with higher decomposition rates at higher temperatures

(see Figure 14).
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Figure 5: Ignition time for live Eucalyptus leaves for varying moisture content. The error

bars indicate the standard deviation in the experimental measurements.

Looking at the second set of experiments, Figure 5 shows the simulated
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50 kW/m2 heat flux.
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ignition times for live Eucalyptus leaves and the associated experimental val-

ues. The model correctly predicts the trends with varying moisture content,

and in most cases, the calculated ignition time is within 10–30% of exper-

imental data or within the error range. Figure 6 shows an instance of the

mass loss evolution calculations. The agreement with the experimental data

is acceptable considering the uncertainty associated with the experiment and

the estimation of the medium’s in-depth radiative heat transfer properties. It

would be possible to better tailor chemical composition and/or heat transfer

parameters to better fit the experimental data, but this is beyond the scope

of our work here.

3.2. Relationship between the initial composition, pyrolysis products, and ig-

nition delay time

In the Eucalyptus leaves ignition experiments of Ramadhan et al. [43], a

higher moisture content seems correlated to an increase in the ignition delay

time, as Figure 5 shows. To explain this effect (and in general the effect of

initial composition) on the variables of interest, we take a deeper look at how

the model variables are interconnected. Starting from the gas-phase combus-

tion, we backtrack the chain of processes that lead to ignition. Assuming an

elementary homogeneous reaction and an initially high temperature (in the

presence of an igniter), the reaction rate is controlled by the concentration

of reactants. A reaction heat release analysis at the time of ignition reveals

that the following reactions most significantly drive the fast heat-releasing
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combustion:

HO2 +OH −−⇀↽−− H2O+O2

H+O2 +M −−⇀↽−− HO2 +M

CO+OH −−⇀↽−− CO2 +H

HCO+O2 −−⇀↽−− CO+HO2

CH2O+OH −−→ H2O+HCO

The above reactions play important roles in hydrocarbon combustion [35];

in general, the fuel molecule (here, the pyrolysis products) is attacked by O

and H radicals and breaks down, primarily forming smaller olefins (such as

C2H4) and hydrogen; hydrogen oxidizes to water; olefins further oxidize to

CO and H2; and finally CO oxidizes to CO2.

Continuing to work backwards, Figure 7 shows a reaction path analysis

following elemental hydrogen and carbon, performed at the time of ignition

in the Eucalyptus leaf experiment at 93% moisture content and produced

using Cantera’s reaction path analyzer [40]. The starting fuel compounds

leading to the formation of the radicals/reactants in the above reactions

are ethylene (C2H4) and methane (CH4). Ethylene is mainly produced by

the decomposition of pyrolysis products hydroxymethylfurfural (C6H6O3),

propanal (C2H5CHO), and coumaryl (C9H10O2) and is also a direct pyroly-

sis product. Similarly, methane, formaldehyde (CH2O), and carbon monox-

ide (CO) are produced both during the pyrolysis and gas-phase combustion.

Figures 8 and 9 show the mass fraction evolution of major fuels and radi-

cals produced during gas-phase combustion and pyrolysis, respectively. The

concentrations of these fuels determine the reaction rates and consequently
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the ignition time. Figure 8 illustrates this, where the rise in mass fractions

of fuels (C2H4 and CO) coincides with the sharp increase in temperature

and drop in the oxidizer fraction. Based on species conservation (given in

Eq. (16)), these concentrations are controlled by total mass flux of the pyrol-

ysis products leaving the solid surface (ṁ′′) and their mass fractions (Yj) at

that location. Figure 9 demonstrates how the increase in moisture content

delays the formation of major fuels during pyrolysis at the solid surface.

Following the chain of processes to the solid phase, the graph in Fig-

ure 10 summarizes the variables in the pyrolysis sub-model and their de-

pendencies. Temperature plays a central role, connecting most of the vari-

ables. The solid composition (Yj) and temperature determine the rates of

destruction/production of solid (ω̇′′′
i ) and gas species (ω̇′′′

j ) based on Eq. (9).

Temperature, on the other hand, is a function of net heat release rate of

reactions (
∑

ω̇′′′
k ∆hk), irradiation (q′′s ), convective coefficient (h), and physi-

cal properties (Eq. (1)), which themselves depend on solid composition (Yi)

through Eqs. (3)–(5). The transport part of the model and consequently the

total mass flux (ṁ′′) is also governed by temperature, since it determines the

pressure gradients (Eqs. (15)–(16)).

We now return to the main question of why increasing the moisture con-

tent delays the production of fuels in the pyrolysis gases. Given the central

role of temperature, the most straightforward way to answer this is by looking

at the variations of variables controlling the temperature. Figure 11 shows

the result of this analysis for a fixed heat flux and convective heat transfer

coefficient. Among the variables analyzed, the solid density and net heat

release rate significantly change with increasing the moisture content. As ex-
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Figure 7: Major reaction pathways following the hydrogen element at the time of ignition

for the Eucalyptus leaves experiment with 93% moisture content. The thickness of the

arrows represents the flux between two species and the boxed species are the major fuels

leading to the formation of radicals/reactants in the fast heat-releasing combustion reac-

tions.
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Figure 8: Mass fractions of major fuels and temperature versus time for gas-phase com-

bustion of Eucalyptus leaves at the location of the igniter.
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Figure 9: Mass fractions of major fuels and total flux for pyrolysis of Eucalyptus leaves at

the surface of the solid.
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Figure 10: Dependency graph for variables involved in pyrolysis sub-model.

pected, a sample with more water should absorb more heat since vaporization

is an endothermic process; a higher moisture content also increases the solid

density, which is inversely proportional to temperature (Eq. (1)). The com-

bination of these two effects decreases the rate of temperature growth and

eventually delays the production of gaseous fuels during pyrolysis. Other

studies focused on smoldering combustion reported similar trends: increas-

ing the fuel’s moisture content and density reduces smoldering propagation

rate and peak temperature [24, 26].

3.3. An ignition study of various plant species

To demonstrate the solver’s usefulness for investigating the effect of fuel

chemistry on ignition, we selected six plant species with well-validated com-

positions [11] and calculated their ignition delay times. Table 3 and Figure 12

show the initial composition of these species, and Figure 13 shows the corre-
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Figure 11: Effect of moisture content on model variables for Eucalyptus leaves pyrolysis

with 38% and 93% moisture contents.

sponding ignition times. Overall, the grasses and needles (switch grass, wheat

straw, and pine needle) take longer to ignite compared with the wood-like

plants (almond chips, almond hulls, and pine bark).

One interesting outcome is the noticeable difference between the ignition

times of two different organs of the same plant: pine bark and pine nee-

dles. This has implications for fire initiation location and spread direction.

For example, if the fuel composition controls ignition in a particular case of

pine tree burning, one can make rough predictions about which parts of the

tree ignite faster. Such a question has not been studied extensively before,

although there have been observations that most unpredictable fires often

occur in crowns of vegetation, with higher spread rate [9, 45].

The differences in ignition times between pine bark and pine needles can

be explained by looking at the Derivative Thermogravimetry (DTG) analysis

of each fuel component (Figure 14). Comparing the initial compositions of

the two samples, pine needles have higher cellulose and triglyceride contents,

which require higher temperatures (and thus more time) to decompose. Ac-

cording to Figure 14, the higher ignition time of wheat straw probably results
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Table 3: Initial composition (weight fractions) of select plant species; see Table 2 for the

explanation of the components’ names [11].

Component
almond almond

switchgrass
wheat pine pine

chips hull straw bark needle

CELL 0.4571 0.4386 0.4748 0.4009 0.3911 0.5859

HCELL 0.1752 0.2257 0.3658 0.3012 0.1657 0.2571

LIGH 0.0186 0.0888 0.0030 0.0249 0.1076 0.0458

LIGO 0.1861 0.1366 0.0982 0.1623 0.0002

LIGC 0.0652 0.0202 0.0015 0.0008 0.2573 0.0068

TGL 0.0121 0.0430 0.0238 0.0146 0.0222 0.1042

CTANN 0.0844 0.0471 0.0330 0.0952 0.0562

H2O 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
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Figure 13: Calculated ignition times of select plant species.

from its larger content of O-rich lignin with a higher activation temperature,

as opposed to the high C-rich lignin content in pine bark that reacts at lower

temperatures.

4. Conclusion

In this study, we developed a one-dimensional ignition model based on

physical laws and using detailed chemical kinetics that applies to a wide

range of plant species by modifying the initial composition of the reference

components. This eliminates the need for empirical correlations or fitting

parameters that are commonly used in similar studies. We validated this

model against measurements of mass loss, temperature, and ignition time in

both pyrolysis and combustion experiments, showing overall good agreement
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(TGL), and tannin (CTANN).
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despite the uncertainty in definitions of thermal and physical parameters.

The detailed model developed in this work enhances the existing modeling

tools (in the space of pyrolysis solvers) by adding a sub-model for solving

the transport equations of pyrolysis gases as they issue into the surrounding

environment and removing the limit for the number of allowed reactions,

while remaining computationally inexpensive. Using this tool, we show that

there exists a complex interplay between the solid properties, the pyrolysis

rates, released products, and ignition time. In the context of live fuel burning

studies, the model can be used to investigate the effect of initial composition

and moisture content on the ignition time and fire initiation location. An

ignition study of various plant species revealed that the ignition time can

vary across different parts of the same plant—which was the case for the

bark and needle parts of the pine tree.

Future work should extend the capability of model to handle different

boundary conditions. The model currently supports radiative heating with-

out air convection. Using such an extended model one can answer questions:

does the fire start from the tree bark/branches and spread up to the foliage

and the tree crown (given favorable conditions and a dry season)? Or, which

of the small shrubs/grasses or trees are more fire-resistant?
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Appendix A. Availability of material

The figures in this article, as well as the data and plotting scripts neces-

sary to reproduce them, are available openly under the CC-BY license [46].

The software implementation of the model is available via GitHub under the

MIT license, and the version used here is archived via Zenodo [41].
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