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Abstract The dream of building machines that have human-level intelligence has inspired 

scientists for decades. Remarkable advances have been made recently; however, we are 

still far from achieving this goal. In this paper, I propose an alternative perspective on how 

these machines might be built focusing on the scientific discovery process which represents 

one of our highest abilities that requires a high level of reasoning and remarkable problem-

solving ability. By trying to replicate the procedures followed by many scientists, the basic 

idea of the proposed approach is to use a set of principles to solve problems and discover 

new knowledge. These principles are extracted from different historical examples of 

scientific discoveries. Building machines that fully incorporate these principles in an 

automated way might open the doors for many advancements. 
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Introduction 

In [1-2] Penrose talked about the existence of three different worlds: the mental world, 

the physical world, and the mathematical world. The physical world is governed by laws 

that reside in the world of mathematics, our minds emerge from the physical world, and 

those minds are able to access the mathematical world by discovering mathematics, which 

is within the scope of reason. 

Plato believed that ideas or forms exist in some ideal world outside the physical world, 

which became later known as the ‘Platonic world of forms’ [3]. If Plato’s realm exists, it is 

very unlikely that different parts of such realm are disconnected and do not have links 

with each other, they would be beautifully connected and one can navigate between 

different parts of that realm, and discover new hidden structures. In the mathematical 

world, Bourbaki [5] likened mathematics to a city, where the outlying districts and suburbs 

expand in a chaotic manner on the surrounding country, while the center of the city is 

rebuilt from time to time, and each time in accordance with a more clear plan and more 

majestic order. Langland program is a recent attempt to build connections between 

different parts of the mathematical world. 

Although on rare occasions, the intellect might break through into those worlds and get 

a limited glimpse of those realms as described by Penrose [1], and illustrated through many 

examples by Hadamard [6], still in most times we follow certain procedures and principles 

to reconstruct those realms. Similar to the mathematical and physical worlds, a curtail 

aspect of the mental world and hence Artificial General Intelligence (AGI) is to build the 

maps that represent other realms by using a set of principles to reconstruct these original 

worlds and discover new knowledge. The landscape of AGI is extremely vast, in this paper 

I will focus on the scientific discovery process [6-8, 33-37, 41-42, 54-55, 77, 81, 85, 87-91], see 

[91] for a recent survey on different scientific discovery systems. 
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Related Work 

In a recent survey [9] on when human-level machine intelligence will be achieved, the 

view of over 50% of a number of experts was that it would be around by 2040-2050 and 

over 90% said by 2075. The last few years have seen exceptional progress, much of this 

progress has come from recent advances in deep learning. Deep learning has achieved 

remarkable results in many domains such as image classification, speech recognition, and 

gaming. Despite the success of many AI systems, these systems suffer from many 

limitations [80, 83, 86] making them unlikely candidates to achieve the goal of AGI. 

Domingo [10] has beautifully summarized the main used approaches in machine 

learning. Symbolists use logic and related representations to capture knowledge and 

relationships about the world. Connectionists take inspiration from neuroscience and seek 

to reverse engineer the brain. Evolutionaries take inspiration from genetics and 

evolutionary biology and seek to simulate evolution. Bayesians take inspiration from 

statistics, they use probabilistic representations to capture uncertainty. Finally, analogizers 

take inspiration from psychology and learn by finding similarities. Domingo then argued 

for the need for a master algorithm that combines key features from all existing approaches 

to achieve the goal of AGI. 

Connectionists approaches such as deep learning are very effective in pattern 

recognition, but they still have many limitations in high-level functions such as reasoning. 

Furthermore, they do not have the flexibility to generalize to new tasks, they are also 

vulnerable to adversarial samples [11-13, 80, 83, 86]. Yuan et al. [12] proposed an 

architecture that can produce images correctly classified by human subjects but 

misclassified by a deep network with a 97% adversarial success rate by only changing 4 % 

of the image on average. Su et al. [13] showed that modifying one pixel only could lead up 

to 73% adversarial success rate depending on the used images. Recently, there is a growing 

interest in building neural networks that can learn to reason [76-79]. Saxon et al. [77] 

demonstrated that current state-of-the-art neural networks show moderate performance in 

solving basic mathematical problems, the performance deteriorates for questions that 

require the computation of intermediate values. The model was able to solve only 14/40 

questions from maths exams for 16 year old schoolchildren in the UK. In [78-79] the 

researchers tested neural networks ability in structural, relational, and analogical 

reasoning by trying to solve IQ-like visual questions. In particular, they tested the models 

on the Raven’s Progressive Matrices (RPM) dataset, which is correlated with many aspects 

of reasoning. The results show that there is still a clear gap between machine algorithms 

and humans even when the machines have intensive training. The strongest objection 

against the connectionists approach is that the brain is unlikely to achieve general 

intelligence via self-organizing networks of neurons, what is important is the software or 

the information processing architecture, not the low-level hardware by which the 

architecture is implemented.  

Logic-based approaches have remarkable representational power, logic is also crucial 

to achieve high-level functions such as reasoning. However, these approaches tend to be 

limited in learning and creativity, they are also limited in handling noise and uncertainty 

present in many applications.  To handle the uncertainty and complexity present in many 

real-world problems, Domingo et al. [14] proposed an approach that combines both logical 

and statistical AI, by combining first-order logic and graphical models. Where many 

applications require the robustness of probability and the expressiveness of first-order 

logic. Neural-symbolic computation is an attempt to provide a coherent unification of 

symbolic AI and connectionism, it aims to integrate the power of both neural networks and 

reasoning. Neural networks can be used to provide robust learning, while logic can 



3 

provide the necessary explanation. See [15, 92] for recent advances and different attempts 

to combine symbolic AI and neural networks. 

Recently there is a growing interest in studying human-level artificial general 

intelligence, Adams et al. [16] presented a broad outline of a roadmap toward AGI.  Seven 

scenarios were presented as milestones to AGI along with many directions for future 

research. Goertzel [17] presented a survey on recent progress toward AGI where different 

approaches to AGI were reviewed. Different metrics for general intelligence were 

evaluated, the conclusion was that assessing partial progress is more controversial 

compared to assessing the achievement of human-level intelligence which is more 

straightforward. Clune and othrs [85] argued for an evolution-inspired path to AGI. The 

basic idea is to create an AI-generating algorithm, which can automatically learn how to 

produce general AI. This approach could also shed some light on the origin of our own 

intelligence. 

Lake et al. [18] reviewed recent progress in cognitive science, they suggested that 

human-like thinking and learning machines have to go beyond current trends in both how 

they learn and what they learn. They argued that these machines should (a) be able to build 

causal models of the world to support understanding and explanation, rather than only 

solving pattern recognition problems. (b) Have ground learning in theories of psychology 

and physics. (c) Incorporate the learning-to-learn approach to acquire and generalize 

knowledge to new situations and tasks. They proposed some challenges and paths towards 

these goals such as integrating the power of recent advances in deep learning with more 

structured cognitive models. 

 

Proposed Framework 

Many researchers [19-21] believe that our abilities to construct concepts, act as a basic 

building block of understanding and reasoning. In neuroscience, there are many recent 

suggestions that map-like representations may be a mechanism capable of organizing 

knowledge of all kinds [22-23]. 

The notion of a centralized control system that guides thought (a Central Executive) is 

common in information processing theories of cognition [24-26]. The Central Executive is 

hypothesized to direct planning, perceptual, sensory, and motor systems. The Central 

Executive would be involved in exploration and search for different strategies to achieve a 

goal. 

The Operating System (OS) in computer systems plays an important role in storing and 

retrieving information. Another important role of the OS is its ability to execute external 

programs, facilitates their functionality, and gives them access to different resources such 

as memory, processing units, etc. Similar to the role of the OS, in AGI there is a crucial need 

to an algorithm that has minimum functionalities such as information storing and retrieval. 

The algorithm should be able to build concept maps that link different concepts together, 

it should be also able to perform store, retrieve, and search operations on the maps. The 

other important role is to apply a set of principles or programs (in a similar way the OS 

executes external programs) to solve problems and discover new knowledge. These 

principles should seek to expand the maps and reveal new connections that link different 

concepts in the maps. In addition to logic, which plays an important role in the thinking 

process, in reality logic alone is not enough, we usually use more sophisticated principles 

and structures and apply them in the same way logic operates on concept maps. In the 

literature, there is a focus on two main principles, concepts combination, and analogies. 

However, other principles should be taken into account to build a comprehensive 

framework. These principles can be summarized as follow  
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1. Mathematization: The ability of mathematics in describing the natural world [30-32] 

never ceases to amaze scientists. Mathematics today is very effective in studying fields 

as diverse as physics, computer science, finance, and biology. Mathematics is not only 

able to describe the natural world, but this description on many occasions led us to 

predict and discover new aspects of the studied phenomena. On many occasions, 

testing the mathematical description in new extreme conditions led to new insights 

and sometimes to new theories. The other remarkable thing is that on many occasions, 

the mathematics we use to describe the natural world is already discovered by 

mathematician tens to hundreds years earlier. For instance, using the imaginary unit i 

and Euler’s number e has helped in describing the wave equation, complex numbers 

were also crucial in describing quantum physics. In 1915 for instance, General 

Relativity (GR) was at the frontier of the map of physics, many physicists used the 

mathematization principle to derive new knowledge from the GR equation, they were 

able to predict gravitational waves, and black holes as solutions to the GR equation, 

both of these phenomena were confirmed experimentally in the few recent years.   

In AI, there are many attempts to build symbolic regression algorithms, which are 

automated tools to find the mathematical equation that fits the experimental data [33]. 

Udrescu and Tegmark [34] developed an algorithm that combines neural network 

fitting with a set of physics-inspired techniques. They applied it to 100 equations from 

the Feynman lectures on physics. It was able to discover all of them, the state of the art 

algorithm was only able to discover 71. For a more difficult test set, the state of the art 

success rate was improved from 15% to 90%. Many researchers recently [35-37] started 

to use recent advances in deep learning such as generative adversarial networks to 

discover physical concepts from experimental data without being provided with any 

additional prior knowledge and then use the discovered representation to answer 

questions about the physical system. The main purpose of the algorithm that 

encapsulates the mathematization principle would be to find the equations that 

describe the experimental data. After coming up with different equations, a cost 

function will be used to evaluate which equations agree with the data. 

 

2. Optimization: optimization is one of the most powerful principles, it is one of the most 

used principles in everyday life, we constantly try to minimize energy, cost, distance, 

time, etc. Some notable uses of this principle in science include minimizing the energy 

and time that are required to distribute fuels to the cells, gives rise to the circulatory 

system networks [27]. Optimizing the balance between the input and output energy 

gives rise to bird migration patterns [28]. Increasing entropy derives matter to acquire 

lifelike physical properties [29]. The main purpose of the algorithm that encapsulates 

the optimization principle would be to find the optimization criteria and constraints 

that affect the studied problem, a cost function then will be used to evaluate which 

criteria and constraints agree with the data. 

 

3. Analogies: many prominent cognitive scientists [38] consider analogy to be one of the 

main building blocks of human cognition. There are many examples where analogy 

has played a crucial role in discovering new scientific concepts. Polya [39] observed 

that analogy has a share in all mathematical discoveries. He provided many historical 

examples where analogy played the main role. See [40] for a long list of the use of 

analogy in scientific discovery. Nersessian [41-42] also gave a list of examples such as 

Newton’s analogy between projectiles and the moon which gave rise to universal 

gravitation, Darwin’s analogy between selective breeding and reproduction in nature 
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which gave rise to natural selection, and the Rutherford-Bohr analogy between the 

structure of the solar system and the configuration of subatomic particles. Many 

algorithms in computer science have been inspired from biology to solve different 

problems such as the traveling salesman problem [43], [44]. They took inspirations 

from ants, which are capable of finding the shortest path from the nest to a food source 

[45], [46], by using a chemical substance called pheromone. Other notable examples 

include genetic algorithms, see [47-49] for a list of bio-inspired algorithms. The main 

purpose of the algorithm that encapsulates the analogy principle would be to find 

matching between the studied problem and similar problems, a cost function then will 

be used to evaluate which problems are more similar to the studied problem. 

 

4. Concepts Combination: this is a fundamental cognitive principle underlying much of 

our thinking [50]. Creativity results from a combination of different ideas, has been 

proposed by many researchers [51-52]. Many scientists such as Einstein and Poincare 

described their insights to be the result of concepts combination [53]. Many scientific 

discoveries could be understood as instances of conceptual combination, where new 

concepts arise by combining old ones [54-55]. One famous example is the wave theory 

of sound, which required the development of a new concept of a sound wave. The 

concepts of wave and sound are part of known phenomena. The ancient Greek 

Chrysippus combines them together to create the new concept of a sound wave that 

can explain many characteristics of sound such as reflection and propagation. 

Concepts combination is also one of the main used themes in theoretical physics. In 

1973 for instance, both general relativity and quantum mechanics were at the frontier 

of the map of physics, by combining ideas from these two fields, Hawking proposed 

that black holes emit thermal radiation. Moreover, by combining ideas from quantum 

mechanics and statistical mechanics, Bekenstein and Hawking proposed the formula 

that describes the black hole entropy, which later led to the holographic principle. 

Martinez et al. [56] used a theory-based algorithmic blending of mathematical concepts 

as a basis for concept invention. A related principle is concepts blending (see [57] for 

different theoretical and computational frameworks).  

 

5. Emergence: emergence is a powerful approach to explain complex behaviors by simple 

underlying rules. One notable example is birds flocking, some birds fly in coordinated 

flocks that show remarkable synchronization in movements. Heppner [60] showed 

that the coordinated movements could be the result of simple movement rules 

followed by each bird individually. Another example is the Game of Life [61], a two-

dimensional cellular automaton with rules that avoid the formation of structures that 

grow freely or quickly disappear. Remarkable behaviors have been observed such as 

the glider, a small group of cells that moves like an independent emergent entity. 

Wolfram [62] used a cellular automaton with simple initial conditions and simple rules 

to produce highly complex behaviors. The main purpose of the algorithm that 

encapsulates the emergence principle would be to find the set of rules that gives rise 

to the emergent behavior.  

 

6. Computability: computation is a new paradigm that has revolutionized science and 

engineering [63, 82], it has derived many advancements in science and changed the 

way it is done. Many biologists would agree that biology is an information science. 

One of the most notable examples is the DNA, which gives rise to the whole biological 

system. A growing number of physicists would also agree that the interactions 

between physical systems are information processing, and the universe is nothing but 

a giant computation [64-65]. Zenil et al. [81] proposed a universal unsupervised and 
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parameter-free model-oriented approach based on the concept of algorithmic 

probability to decompose an observation into its most likely algorithmic generative 

models. The approach uses a perturbation-based causal calculus and principles drawn 

from algorithmic complexity to infer model representations. They demonstrated the 

ability of the approach to deconvolve interacting mechanisms regardless of whether 

the resulted objects are bit strings, images, or networks. The main purpose of the 

algorithm that encapsulates the computability principle would be to find the program 

that gives rise to the observed phenomenon.  

 

7. Beauty: aesthetic judgments play a guiding role in scientific discovery [66-69]. 

Scientists often evaluate models and theories based on their aesthetic appeal. Some 

scientists have even suggested that the goal of science is to find beauty in nature. 

Herman Weyl famously said that he would always try to unite the true with the 

beautiful in his work, but would choose the beautiful if he has to choose between the 

two. Dirac argued scientists to strive mainly for mathematical beauty when they want 

to express the fundamental laws of nature in mathematical forms. He argued scientists 

to have confidence in a beautiful theory independently of its empirical adequacy [70].  

The role of beauty in science has found some skepticism because we still do not have 

a satisfactory theory that can exactly test the claims made by scientists about the beauty 

of a theory [71]. A recent interesting study about the nature of aesthetic in science by 

Zeki et al. [72] demonstrated that the aesthetic appreciation of mathematical equations 

corresponds to the same brain activity that corresponds to the appreciation of music 

and art. Dirac argued that while aesthetic appreciation of art might be subjective, 

beauty in mathematics is objective and universal [70]. Zee [73] and Thuan [74] also 

argued that beauty’s attributes such as simplicity, symmetry, and elegance have 

universal values and that they should not be subject to revision in science.  

 

8. Universality: universality means that a similar mathematical formulation can describe 

different phenomena across multiple fields. The spectral measurements of composite 

materials, such as sea ice and human bones, the time between the buses’ arrival in the 

city of Cuernavaca in Mexico, the zeros of the Riemann zeta function, and many other 

phenomena have shown to have the same statistical distribution [58]. Power laws are 

another example of universal laws that have been observed in a wide range of 

phenomena in fields as diverse as physics, biology, and computer science [59]. 

 

9. Unification: unification has played a key role in physics since Newton who unified 

celestial and terrestrial mechanics, Maxwell who unified electricity and magnetism, 

then the unification of the weak and the electromagnetic forces, and most recently the 

attempts to unify all the four fundamental forces. Unification has also played an 

important role in biology. 

 

10. Symmetry: symmetry has played an important role in physics [75] from Newton’s laws 

to Maxwell’s equations, and general relativity. Symmetry has also played a 

fundamental role in the development of quantum mechanics. Today, it is one of the 

most used principles in searching for the fundamental laws of physics and further 

unification.  

 

There are many other domain-specific principles that are specific to certain fields. 

Finding new principles could be crucial to make new discoveries and revolutionize our 

understanding, for instance, the use of the symmetry and mathematization principles has 
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revolutionized modern physics, and maybe we need new principles to see in new 

perspectives and solve current challenges. 

The use of the above principles varies from field to field, some principles are used in a 

limited fashion, for instant, using the computability principle is still very limited in physics, 

the use of mathematization principle is still very limited in social sciences, and the use of 

the beauty principle is more dominant in physics and mathematics than in biology. 

The main challenge of the proposed framework is to build the algorithms that 

encapsulate the set of principles, providing full algorithms for all the principles is beyond 

the scope of this paper. Deep learning could be a very effective tool to implement some of 

these principles, it has shown promising results for the mathematization principle. 

However, it might be limited for other principles. 

 

Discussion and Conclusion 

Despite the recent success of deep learning, its many limitations makes it unlikely 

candidates to achieve the goal of AGI. Combining symbolic AI with deep learning is one 

of the most promising directions in machine learning, it could improve  the reasoning 

ability of these systems. However, this is not enough, more sophisticated principles and 

high level structures should be incorporated. This paper has proposed a general 

framework that encapsulates different principles used in science, these principles are 

extracted from different historical examples of how different scientists made their 

discoveries. The proposed approach might help in giving an alternative perspective to the 

artificial general intelligence problem by investigating the scientific discovery process, 

which requires a high ability in reasoning and problem-solving. Building machines that 

fully incorporate these principles in an automated way might also open the doors for many 

advancements. 
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