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Abstract

Surgical implants, known as Tissue Engineered Nerve Guides (TENGs) are often inserted to
provide alignment and mechanical support to broken or damaged nerves. These implants are
designed to be poroelastic and biodegradable, and the ideal rate of degradation would be that
equal to the rate of regrowth of the recovering nerve. Inspired by the design of these TENGs, we
develop a mixture theory based mathematical model to simulate the degradation of a poroelastic
solid immersed in a fluid bath. The temporal evolution of the solid’s mechanical and transport
properties is also modeled. The model comprises of the degrading solid, the degradation reaction
products, and the fluid in which the solid is immersed. The resultant governing equations are
formulated in an Arbitrary Lagrangian–Eulerian (ALE) framework. The weak formulation of
the partial differential equations (PDEs) so derived is numerically implemented using a finite
element method (FEM). The numerical model is studied for stability and convergence rates
using the Method of Manufactured Solutions.

Keywords: Fluid-Structure Interactions, Finite element method, Mixture theory, Poroelasticity

1 Introduction

Peripheral nerves carry sensory-motor impulses from the brain to different parts of the body and
vice versa. Injuries to peripheral nerves can have dire consequences, such as loss of sensitivity,
motion, or both, in the injured organ. The inherent mechanism of the body to mend the damaged
or broken nerves can have retargeting errors when rejoining broken nerve ends with large gaps.
External support for realignment and mechanical strength of such nerve injuries involving large
gaps is often provided in the form of surgical nerve autografts [1, 2] (nerve segments obtained
from a healthy donor site in the patient). Unfortunately, this method has several shortcomings,
such as scarcity of viable donor cites, possibility of neuroma at the donor location and mismatch
between the size of the graft and injured nerve. Tissue Engineered Nerve Guides (TENGs) are
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an attractive alternative to nerve autographs. TENGs are sleeve-like porous scaffolds, preferably
biodegradable, that are sutured to the severed nerve ends [1, 3]. TENGs are expected to degrade
and be bioresorped as the nerve regrows. Ideally, the rate of regeneration of the nerve matches
the TENG’s degradation rate. Moreover, TENGs are expected to provide mechanical support and
alignment to the broken nerve ends and are usually designed to be porous in order to enable effective
supply of drugs and nutrients to the recovering nerve [1]. Thus, TENG design requires careful study
of their degradation chemistry and the corresponding evolution of their transport and mechanical
properties. In this study, we have derived a formulation capable of simulating the complex chemistry,
mechanics, and transport aspects of a typical TENG. An example of a typical TENG material is
cross-linked urethane-doped polyester elastomers (CUPE) [4, 5], and our eventual goal is to develop
a model which can accurately estimate the degradation and mechanical response of this material
when inserted at a target cite.

Studies of degradation of biopolymers (e.g. [6, 7]) show that the rate of hydrolytic degradation
of elastomers is governed by the concentration of the polymer as well as the degradation reaction
products. When a poroelastic polymer scaffold is inserted in a dynamic environment such as in a
limb, it will likely be subject to stresses along with diffusive momentum transfer between the bodily
fluids and the solid. This necessitates the study of the mass and momentum balance equations
of the polymer, the degradation products and the fluid in which the scaffold is inserted. Mixture
theory provides an excellent framework for the study of all components in the mixture. Thus, we
resorted to this continuum framework for the derivation of our governing equations.

Reactive mixture theoretic formulations for biomechanical applications have been limited mostly
to aneurysms (c.f. e.g [8]) and growth and remodeling of cartilage, bone and soft tissues (cf., e.g.,
[9–15]). Most of these works are based on volumetric or surface growth, through decomposition,
without directly involving chemical kinetics. Moreover, the growth or remodeling is assumed to
occur mostly through mechanical loading. Considerable focus of these studies is mainly on the
evaluation of residual forces, tissue swelling or other mechanical phenomena. Constitutive models
for the growth in biological tissues by applying the Clausius-Duhem inequality have been derived in
[15], in which the authors derive coupled mass transport-mechanics based formulation for growth of
tissues, by considering the viscous fluid and solid to be a single vicoselastic entity. Balance equations
are then obtained for this viscoelastic tissue. They obtain the formulation in terms of entities such
as the mixing entropy, which may not be a readily available input data. Moreover, as mentioned
earlier, a component-wise modeling of our problem is essential, as the chemical kinematics of the
degradation of the poro-elastic solid may depend on the local concentrations of various components
in the mixture. Thus, from a modeling point of view, degradation cannot be viewed simply as a
reversal of tissue growth.

Chemo-mechanical coupling has been modeled for non-biomechanical applications as well. For
example, in [16] and [17] a model for the oxidative degradation of polyimides at high temperatures
has been derived. The evolution of properties in a chemically reacting mixture is determined mainly
by two processes - diffusion and chemistry. Oxidative degradation of polyimides and growth of
biological tissues are examples of reaction-dominated and diffusion-dominated thermochemical
processes respectively. An excellent derivation of these two asymptotic extremes in a diffusive-
reactive system consisting of a visco-elastic fluid diffusing through a thermoelastic body have been
derived in [18]. Diffusion-dominated processes lead to occurrence of reactions all over the body,
whereas reaction-dominated processes often lead to advancing reaction fronts in the body, thus the
modeling approach for these two cases is different.

A more general modeling approach is essential when the diffusion-reaction rates are comparable,
or when a more generalized formulation is sought. Hence, in our formulation, the chemistry as well as
mechanical and transport properties of different components in the mixture are derived as a function
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of the spatial location of material points in the mixture domain. Any heterogeneity in the mixture is
naturally taken care of in this approach, which also allows for more flexibility in determining the local
behavior of the mixture, based on the responses of its components. We choose a classical continuum
mechanics approach for mixtures (c.f. e.g. [19, 20]) for the derivation of constitutive models for
flows through poro-elastic degrading solids. Balance equations are derived for each component in
the mixture and constitutive forms are then derived for stresses in the solid as well as forces of
interaction between several components of the mixture. The mixture theoretic equations governing
the motion of fluid flow through poro-elastic solids have been derived in [21] and implemented using
an FEM framework in [22]. In this work, we extend this theory to include bio-degradation of the
poro-elastic polymer. This constitutes a reactive fluid-structure interaction (FSI) problem. We
extend our previous non-reactive FSI formulation by including the relevant terms in the mass and
momentum balance equations of all the mixture constituents and re-deriving the formulation. In
this preliminary effort, we assume that a single product of the degradation reaction is produced,
which remains within the system. Thus, we model our thermochemical system as a three component
mixture, comprising of the poro-elastic solid, the degradation product and the base fluid in which
the solid is inserted, assuming all the components to be incompressible. The constitutive equations
are derived by invoking entropy maximization for the entire mixture (second law of thermodynamics
for mixtures), which is a standard technique in mixture theory, [19, 23].

Notations used in the paper, along with kinematics and general mixture theoretic balance laws
are given in Section 2. Constitutive equations for the specific case of a degrading poroelastic solid
immersed in a fluid are derived in Section 3. Here, we also derive the Eulerian strong form of the
governing equations, as well as their final and simplified quasi-static ALE strong form. Corresponding
weak formulation is presented in Section 4, along with the introduction of functional spaces for the
trial and weighting functional spaces. The results pertaining to the numerical implementation of the
FEM scheme are discussed in Section 5, along with a discussion on the convergence and stability of
the numerical scheme. We conclude the paper with a summary and discussion section.

2 Kinematics and balance laws for mixtures

2.1 Notation and kinematics

For a mixture of N constituents, we posit that each of these has its own reference configuration.
Figure 1 shows a 3-component mixture, where Ωa and Xa (a = 1, . . . , 3) denote the reference
configuration and the referential particle position of component a, respectively. For our analysis, we
assume that the reference configurations for all components coincide with the initial configuration,
and hence, Xa also denotes the initial location of the particle. Ωt denotes the current configuration.
Ωa and Ωt are subsets of E nd , the nd-dimensional Euclidean point space, d = 2, 3. The translation
vector space of E nd is denoted by T nd . The particle at Xa is mapped to a spatial point x in the
current configuration via the diffeomorphism χa : Ωa × [0, T ]→ Ωt given by,

x = χa(Xa, t). (1)

Xa is also used to denote the inverse map of the above mapping, that is,

Xa = χ−1
a (x, t), (2)

where χ−1
a : Ωt → Ωs.

The properties of the particle are similarly mapped and hence evolve with time. As an example,
if a constituent is generated in the mixture as a result of a chemical reaction, then the mass density
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Figure 1: Configurations: Ω1, Ω2, Ω3 are the reference configurations of species 1, 2 and 3
respectively, and X1, X2, X3 are labels given to particles of the respective constituents. Ωt denotes
the current configuration, and x is the common image of the diffeomorphisms χ1, χ2, χ3. na’s
denote the unit normals to the boundaries ∂Ωa’s. Section 3 onwards, the subscript 1 will be replaced
by s and will denote the solid component in a mixture consisting of N − 1 fluids and a degrading
poroelastic solid. Numerical subscripts will denote various fluids in the mixture.

of a ‘particle’ of this constituent in the reference frame may increase with time. Also, using Eqs. (1)
and (2), for any property ᾱ(Xa, t) in the reference frame (or, following the particle) currently at x,
given by ᾰ(x, t) in the current frame, we can write,

α = ᾱ(Xa, t) = ᾰ(x, t) = ᾱ ◦ χ−1
a (x, t) = ᾰ ◦ χa(Xa, t). (3)

Henceforth, any property will simply be denoted by α, and its domain as a function will be decided
based on the context.

As is common in mixture theory, all components are assumed to co-exist at any given point
x in the current configuration. Each constituent is characterized by a mass density distribution
ρa = ρa(x, t), which represents the mass of component a per unit mixture volume. Then, the
mixture mass density is defined as

ρ = ρ(x, t) =
N∑
a=1

ρa(x, t). (4)

We assume that each constituent is incompressible. In this case, it is meaningful to talk about
the intrinsic or true mass density of the constituent, which we denote by γa, and which is the
mass of constituent a when said constituent is in pure form. The incompressibility assumption is
embodied by the statement that γa (a = 1, . . . , N) is a (known) constant. Relating ρa to γa is done
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by introducing the notion of volume fraction of constituent a, which we denoted by φa and define
through the following relation:

ρa = γaφa. (5)

We assume that the constituents of the mixture occupy the volume filled by the mixture. This
assumption is expressed by the following relation, referred to as the saturation condition:

N∑
a=1

φa = 1. (6)

Spatial gradients with respect to x and Xa, respectively, are denoted as,

∇x =
∂

∂x
and ∇Xa =

∂

∂Xa
. (7)

For a = 1, . . . , N , We define the displacement, ua, deformation gradient, Fa and its Jacobian Ja
as

ua(Xa, t) = χa(Xa, t)−Xa or ua(x, t) = x− χ−1
a (x, t), (8)

Fa(Xa, t) = ∇Xaχa(Xa, t), (9)

Ja(Xa, t) = det
(
Fa(Xa, t)

)
. (10)

Also, the right Cauchy-Green tensor is given by Ca = FT
aFa. The Eulerian description of the material

velocity of constituent a is given by

va(xa, t) =
∂χa(Xa, t)

∂t

∣∣∣∣
Xa=χ−1

a (x,t)

=
∂ua
∂t

∣∣∣∣
Xa=χ−1

a (x,t)

. (11)

Let αa(x, t) be the Eulerian description of a quantity pertaining substance a. Then the material
time derivative of αa is denoted by ὰa and is defined by,

ὰa =
∂αa(χa(Xa, t), t)

∂t
=
∂αa(x, t)

∂t
+∇xαa(x, t) · va, (12)

where, for generic vectors u and v, u · v denotes the inner product of u and v. The barycentric
velocity of the mixture is defined by

v =
1

ρ

N∑
a=1

ρava. (13)

The time derivative of a quantity α(x, t) following the barycentric velocity is denoted by α̇ and is
given by,

α̇ =
∂α(x, t)

∂t
+∇xα · v. (14)

We will denote by ṽa the diffusion velocity of substance a, which is given by:

ṽa = va − v, (15)

Another important concept for our analysis is that of filtration velocity of any fluid b, which we
define as,

vfilb = φb(vb − vs), (16)

which is the relative velocity of the fluid with respect to the solid, scaled by the fluid volume fraction.
Details of filtration velocity can be found in [21], and further discussion from the numerical FSI point
of view can be found in [22]. In the text, we derive constitutive equations for a mixture consisting
of one incompressible poroelastic solid and N − 1 incompressible fluids, and later specialize the
formulation for 2 fluids.
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2.2 Balance of mass

The balance of mass for species a in an Eulerian framework is given by,

∂ρa
∂t

∣∣∣∣
x

+∇x ·(ρava) = ĉa, (17)

where ĉa is the rate of production of species a per unit volume of the mixture. Dividing by γa, the
true mass density of the species a, and recalling that γa has been assumed to be a constant, we get

∂φa
∂t

∣∣∣∣
x

+∇x ·(φava) =
ĉa
γa

= γ̂a, (18)

where the term γ̂a is the rate of production of specific volume (volume of a species per unit volume
of the mixture) of constituent a. Rewriting the equation in terms of the filtration velocity, we get,

∂φa
∂t

∣∣∣∣
x

−∇x ·(φavs) +∇x ·vfila − γ̂a = 0. (19)

Pulling back Eq. (18) to the reference configuration of the solid, Ωs, we have,

∂φa
∂t

∣∣∣∣
Xs

−∇xφa · vs +∇x ·(φava)− γ̂a = 0. (20)

This remapping operation can be viewed as adopting an ALE framework (cf. [24]) in which the
ALE map is the motion of the solid phase. Rewriting the ALE equation in terms of the filtration
velocity, we obtain

∂φa
∂t

∣∣∣∣
Xs

+ φaF
−T
s :∇Xsvs + F−T

s :∇Xsvfila − γ̂a = 0, (21)

where, for any two (second order) tensors A and B, A : B denotes the (tensor) inner-product of A
and B. Since vfils = 0, in the ALE framework, the mass balance equation for the solid is

∂φs
∂t

∣∣∣∣
Xs

+ φsF
−T
s :∇Xsvs = γ̂s. (22)

The mass balance equation for the mixture is postulated to be the result of adding all of the
constituent-wise equations with the stipulation that:

N∑
a=1

ĉa = 0. (23)

Equation (23) is a constraint relation stating that no net mass is produced or consumed in the

mixture. This said, it is important to observe that, in general,
N∑
a=1

γ̂a 6= 0. Summing each contribution

provided by Eq. (17), and separating the contribution of the solid phase from the other contributions,
we get the mass balance equation for the mixture in the Eulerian framework, given by,

∇x ·

(
vs +

N∑
a=2

vfila

)
=

N∑
a=1

γ̂a. (24)

Similarly, summing Eqs. (21) for a = 2, 3, . . . , N along with Eq. (22), enforcing the constraint in
Eq. (6), the mass balance of the mixture in the ALE framework can be given the following form

F−T
s :∇Xs

(
N∑
a=2

vfila + vs

)
=

N∑
a=1

γ̂a. (25)
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2.3 Balance of momentum

For any component a in the mixture, the Eulerian form of momentum balance equation is given by

ρa

(
∂va
∂t

∣∣∣∣
x

+ va ·∇xva

)
︸ ︷︷ ︸

ρav̀a

= ∇x ·Ta + ρaba + p̂a, (26)

where, for generic vector fields u and v, the notation u·∇xv denotes the action of the gradient of v
onto u,∗ and where Ta and ba are the partial Cauchy stress tensor and external body force density,
respectively. The term p̂a is the momentum supply for constituent a. Sometimes, this quantity is
also referred to as the local or internal force acting on constituent a due to its interaction with the
other components in the mixture [19]. The constitutive relations for p̂a and Ta depend upon the
type of mixture involved.

Following [19], we define the stress tensor for the mixture as

T =
N∑
a=1

(Ta − ρaṽa ⊗ ṽa). (27)

In addition, the momentum balance postulate for the mixture is taken to be

ρ

(
∂v

∂t

∣∣∣∣
x

+ v·∇xv

)
= ∇x ·T + ρb, (28)

where b = 1
ρ

N∑
a=1

ρaba. Equations (28) and (27), along with the balance of momentum equations for

each constituent, yields the following constraint relation:

N∑
a=1

(p̂a + ĉaṽa) = 0 ⇔
N∑
a=1

(p̂a + ĉava) = 0. (29)

Another equivalent statement of the balance of momentum for the mixture is obtained by summing
Eq. (26) over all components in the mixture, and applying the constraints given by Eqs. (23)
and (29). So doing yields

N∑
a=1

ρa

(
∂va
∂t

∣∣∣∣
x

+∇xva · va
)

= ∇x ·TI + ρb−
N∑
a=1

(ĉava), (30)

where TI is referred to as the internal Cauchy stress tensor of the mixture and is given by

TI =
N∑
a=1

Ta. (31)

2.4 Energy balance and second axiom of thermodynamics

Following [19], we choose the energy balance equation for the mixture as

ρε̇ = tr(TL)−∇x ·q + ρr +

N∑
a=1

ρaṽa · ba, (32)

∗This notation is typical in the fluid mechanics literature (cf. [25]). In the continuum mechanics literature, the
operation in question is typically denoted by (∇xv)u (cf. [19, 23]).
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along with the constraint,

0 =
N∑
a=1

[ε̂a + ṽa · p̂a + ĉa(εa + 1
2 ṽ2

a)], (33)

where εa and ε̂a represent the internal energy and energy supply per unit volume of the component
a, respectively. The quantities

ε =
N∑
a=1

(εa +
1

2ρ
ρaṽ

2
a), q, and r

denote the internal energy density, heat flux vector and external heat supply density for the mixture,
respectively. The energy equation contributes to the governing equations of the system only when
we are considering non-isothermal systems, in which temperature of the system varies. With this in
mind, the energy equation also contributes to a framework for the discussion of the constitutive
equations based on the entropy production inequality. We follow the treatment of this inequality
in [19]. As such, we assume that all constituents of the mixture are at the same temperature θ.
Furthermore, we denote by ψa the Helmholtz free energy of species a per unit mass of said species.
Then, we also define the vector

h = q−
N∑
a=1

ρa(Ka + 1
2 ṽ

2
aI)ṽa (34)

to represent the mixture energy flux, where Ka is the chemical potential tensor defined by

Ka = ψaI− Ta/ρa. (35)

In addition to h and Ka, we also introduce ηa as the specific entropy of constituent a, as well as the
following quantities:

η =
1

ρ

N∑
a=1

ρaηa and Ψa = ρaψa = ρa(εa − θηa). (36)

The quantities η and Ψa denote the specific entropy of the mixture and the Helmholtz free energy
of species a per unit volume of the mixture. With the above definitions, we then have the general
form of the second axiom of thermodynamics as [19, 21]:

−
N∑
a=1

Ψ̀a − ρηθ̇ −
N∑
a=1

tr (ρaKaLa)−
h · ∇xθ

θ
−

N∑
a=1

(
ṽa · p̂a + 1

2 ĉaṽ
2
a

)
≥ 0, (37)

where La is the spatial gradient of va, i.e.,

La = ∇xva. (38)

Using the definition of ṽa, the last term of inequality (37) can be adjusted so that the inequality
can be written as,

−
N∑
a=1

Ψ̀a − ρηθ̇ −
N∑
a=1

tr (ρaKaLa)−
h · ∇xθ

θ
−

N∑
a=1

(p̂a + 1
2 ĉa(va − vs)) · (va − vs) ≥ 0. (39)
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Mass balance and saturation constraint If we add all the component-wise balance of mass
equations (given by Eq. (17)), and use the saturation constraint given by Eq. (6), we get,

N∑
a=1

[va · ∇xφa + φa∇x ·va − γ̂a] = 0. (40)

In terms of La, Eq. (40) can be re-written as,

N∑
a=1

[(va − vs) · ∇xφa + φaI : La − γ̂a] = 0. (41)

3 Constitutive relations

We derive general constitutive relations for a mixture comprising of an elastic solid and N − 1 fluids,
and all the constituents are assumed to be incompressible. We assign mass production rates (ĉa) to
all species. The value of ĉa is 0 in the case of species which are not chemcially reactive. We consider
a mixture which allows for combined effects of elasticity of the solid, heat conduction, diffusion and
buoyancy (or hydrodynamic diffusive forces resulting from density gradients). The variables for
which we would like to obtain constitutive forms are Ψa, η, p̂a, Ta, h and γ̂a. We will first derive
the form of Ka, and then, with the help of Eq. (35), we will derive the form for Ta.

We define a thermochemical process for a single temperature θ as a set of 7N + 4 functions
whose values are given by

x = χa(Xa, t), ba = ba(Xa, t), p̂a = p̂a(Xa, t), Ψa = Ψa(Xa, t),

Ta = Ta(Xa, t), ĉa = ĉa(Xa, t), φa = φa(Xa, t), q = q(x, t),

r = r(x, t), η = η(x, t), θ = θ(x, t).

(42)

In writing Eqs. (42) we have made use of the relations in Eq. (3).
We require that the constitutive equations be consistent with the second law of thermodynamics,

along with relevant balance laws and the saturation constraint in Eq. (41). Enforcing this constraint
along with the entropy inequality, inequality (39), we obtain a variational inequality written in
terms of a Lagrange multiplier, λ,

−
N∑
a=1

Ψ̀a − ρηθ̇ −
N∑
a=1

tr ((ρaKa − λφaI)La)−
h · ∇xθ

θ

−
N∑
a=1

[(
(p̂a − λ∇xφa) + 1

2 ĉa(va − vs)
)
· (va − vs) + λγ̂a

]
≥ 0, (43)

for all admissible thermochemical processes.
Due to the indeterminacy introduced by the saturation constraint, constitutive equations need

to be defined for (ρaKa − λφaI) and (p̂a − λ∇φa) instead of Ka and p̂a respectively. Thus, for the
assumptions for the mixture as stated in the beginning of this section, we assume general constitutive
forms of several state variables as follows,

(Ψa, η, (p̂a − λ∇xφa), (ρaKa − φaλI),h, γ̂a) = f̄(θ,∇xθ,Fs,∇xFs, φb,∇xφb,va). (44)

Here, b = 2, 3,. . . , N , the N − 1 fluid components in the system. Equation (44) states that we
view the quantities on the left of the equal sign to be functions of the kinematic variables listed as
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arguments of the function f̄ . In reality, it is well known that, as stated, the dependence implied
by the left-hand side of Eq. (44) does not guarantee compatibility with the axiom of material
frame-indifference (cf. [19, 20, 26, 27]). We therefore specialize Eq. (44) as follows:

f̄ = (Ψa, η,Fsp̂
∗
a,FsK

∗
aF

T
s ,Fsh

∗, γ̂a) = f∗(θ,g,Cs,Gs, φb,db,wb), (45)

where, g = ∇Xsθ = FT
s∇xθ, Gs = ∇XsCs = FT

s∇xCs, db = ∇Xsφb = FT
s∇xφb and wb = FT

s (vb − vs).
The constitutive equations have exactly the same form as in the incompressible and non-reactive
case in [21], except that we assume the dependence of Ψa on the exact same parameters as the
other state variables. In [14] (a mixture theoretic model of soft tissue growth and remodeling), the
authors present arguments for a relatively simple constitutive form for Ψa, given by Ψa = Ψa(Fs, ρa),
a = 1, 2, . . . , N . We rather derive the most general constitutive forms using the assumptions in
Eqs. (45), and introduce specializations later. Also, we define the internal free energy of the mixture
as,

ΨI = ΨI(θ,g,Cs,Gs, φb,db,wa) =
N∑
a=1

Ψa. (46)

Then, following the constitutive assumptions in Eqs. (44), we have,

Ψ̀a =
∂Ψa

∂θ

(
∂θ

∂t
+∇xθ · va

)
+
∂Ψa

∂Cs
:

(
∂Cs
∂t

+∇xCs · va
)

+
∂Ψa

∂g
·
(
∂g

∂t
+∇xg · va

)
+ C

[
∂Ψa

∂Gs
⊗
(
∂Gs
∂t

+∇xGs · va
)]

+
N∑
b=2

[
∂Ψa

∂db
·
(
∂db
∂t

+∇xdb · va
)

+
∂Ψa

∂φb

(
∂φb
∂t

+∇xφb · va
)

+
∂Ψa

∂wb
·
(
∂wb

∂t
+∇xwb · va

)]
(47)

Based on the assumptions in Eqs. (45), inequality (43) becomes,

− ∂ΨI

∂g
· ġ − C∂ΨI

∂Gs
⊗ Ġs −

N∑
b=2

∂ΨI

∂wb
· ẇb −

(
∂ΨI

∂θ
+ ρη

)
θ̇ +

N∑
b=2

φb
∂ΨI

∂db
· ∇Xs tr(Lb)

−
N∑
a=1

(
∂Ψa

∂g
· ∇xg + C

N∑
a=1

∂Ψa

∂Gs
⊗∇xGs

)
· ṽa − tr

[(
Fs

(
K∗s + 2

∂ΨI

∂Cs

)
−

N∑
a=1

ṽa ⊗
∂Ψa

∂wb

)
FT
s Ls

]

−
N∑
b=2

tr

[(
FsK

∗
bF

T
s − φb

∂ΨI

∂φb
I−
(
∂ΨI

∂db
· db
)
I−
(
∂ΨI

∂db
⊗ F−T

s db

)
FT
s +

N∑
a=1

ṽa ⊗
∂Ψa

∂wb
FT
s

)
Lb

]

− m · g
θ
−

N∑
b=2

[
γ̂b

(
λ+

∂ΨI

∂φb
+
γb
2

(vb − vs)2

)
+
∂ΨI

∂db
· ∇Xs γ̂b

]
− λγ̂s

−
N∑
a=1

(
f̂a −

(
∂ΨI

∂da
−

N∑
b=2

∂Ψa

∂db

)
· ∇xda

)
· (va − vs) ≥ 0,

(48)

where C denotes the contraction operator as defined in, for example, [27] and we have defined m
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and f̂a as,

m = h + θ
N∑
a=1

∂Ψa

∂θ
ṽa,

f̂a = Fsp̂
∗
a −

∂ΨI

∂φa
∇xφa +

∂Ψa

∂Cs
∇xCs +

N∑
b=2

∂Ψa

∂φb
∇xφb,

(49)

and, the following relations hold (as is evident from Eqs. (49) and (45)),

m = Fsm
∗(θ,g,Cs,Gs, φb,db,wa),

f̂a = Fsf̂
∗
a(θ,g,Cs,Gs, φb,db,wa).

(50)

The inequality (48) needs to hold for all admissible thermochemical processes, for all values of
ġ, dGs

dt ,
dvb
dt , La, ∇Xs tr(La), θ̇ and ∇xda, holding values of all other independent variables fixed.

Hence, ∀ b = 2, . . . , N − 1, we have

∂ΨI

∂g
= 0,

∂ΨI

∂Gs
= 0,

∂ΨI

∂vb
= 0,

∂ΨI

∂db
φb = 0,

∂ΨI

∂θ
= −ρη, ∂ΨI

∂da
−

N∑
b=2

∂Ψa

∂db
= 0, (51a)

N∑
a=1

(
∂Ψa

∂g
· ∇xg + C

N∑
a=1

∂Ψa

∂Gs
⊗∇xGs

)
· ṽa = 0, ∀ ∇xg, ∀ ∇xGs, (51b)

K∗s = −2
∂ΨI

∂Cs
+ F−1

s

N∑
a=1

ṽa ⊗
∂Ψa

∂wb
, (51c)

FsK
∗
bF

T
s = φb

∂ΨI

∂φb
I +

(
∂ΨI

∂db
· db
)
I +

∂ΨI

∂db
⊗ F−T

s db −
N∑
a=1

ṽa ⊗
∂Ψa

∂wb
FT
s . (51d)

Substituting these results in inequality (48), we have

−m · ∇xθ

θ
−

N∑
a=1

f̂a ·(va−vs)−
N∑
b=2

[
γ̂b

(
λ+

∂ΨI

∂φb
+
γb
2

(vb − vs)2

)
+
∂ΨI

∂db
· ∇Xs γ̂b

]
−λγ̂s ≥ 0. (52)

The first four of Eqs. (51a) also show that

ΨI = ΨI(θ,Cs, φb,db), (53)

so the dependence of ΨI on other independent variables is eliminated. Another important observation,
stemming from inequality (52), is that the presence of volume fraction (or density) gradients can
cause production of entropy, unlike the non-reactive case presented in [21]. This phenomenon is also
observed in the case of reactive mixture of elastic materials, [26].

From Eqs. (51c), (51d), and (35), it is easy to see that the partial stress tensors for the solid
and fluids, Ts and Ta, a = 2, . . . , N , and the total internal stress tensor, TI are given by,

Ts = (Ψs − φsλ)I + 2Fs
∂ΨI

∂Cs
FT
s , (54a)

Tb =

[
Ψb − φb

(
λ+

∂ΨI

∂φb

)
− ∂ΨI

∂db
· db
]
I− ∂ΨI

∂db
⊗ F−T

s db · FT
s +

N∑
a=1

ṽa ⊗
∂Ψa

∂wb
FT
s , (54b)
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TI = (ΨI − λ)I + 2Fs
∂ΨI

∂Cs
FT
s −

N∑
b=2

[(
φb
∂ΨI

∂φb
− ∂ΨI

∂db
· db
)
I +

(
∂ΨI

∂db
⊗ F−T

s da

)
FT
s

]
, (54c)

where we have used the result:
N∑
b=2

N∑
a=1

ṽa ⊗ ∂Ψa
∂wb

FT
s = 0, the proof of which can be found in, for

example, [27].

3.1 Simplified modelling assumptions

The constitutive relations presented so far are the most general form of constitutive equations that
can be derived under the assumptions in Eqs. (45) for flow through porous, chemically degrading
media. In this study, we focus on a simplified form of constitutive equations, and the finite element
based numerical implementation of the resultant model. As a first step of simplification, we ignore
the dependence of the partial free energy on gradients and higher order derivatives of the primary
variables, and on the component velocities. That is, we adopt the simplification proposed by [21],
so that we assume Ψa = Ψa(θ,Cs, φb) (b = 2, 3, . . . , N). Under these assumptions we see that
Eqs. (54b) and (54c) simplify to,

Tb =

[
Ψb − φb

(
λ+

∂ΨI

∂φb

)]
I, (55)

TI = (ΨI − λ)I + 2Fs
∂ΨI

∂Cs
FT
s −

N∑
b=2

φb
∂ΨI

∂φb
, (56)

while the constitutive form for the partial stress tensor for the solid is still given by Eq. (54a). Thus,
the constitutive forms of stress tensors in the reactive and non-reactive case are exactly the same.
Following [21], we see that the internal stress tensor can be re-written in terms of the free energy
per unit volume of the undeformed solid, WI(θ,Cs, Jsφb) = JsΨI , as

TI = −λI + Te, (57)

where the tensor Te is given by,

Te =
2

Js
Fs
∂WI

∂Cs
FT
s . (58)

Hence, inequality (52) reduces to

− m · ∇xθ

θ
−

N∑
a=1

f̂a · (va − vs)−
N∑
b=2

γ̂b

(
λ+

∂ΨI

∂φb
+
γb
2

(vb − vs)2

)
− λγ̂s ≥ 0. (59)

Pore pressure: Stress tensors in fluids moving through porous media are typically written so as
to include a component called pore pressure. A mixture theoretic perspective of pore pressure can
be found in [21] and [28]. In the current context, the pore pressure for fluid b can be defined as,

pb = λ+
∂ΨI

∂φb
. (60)

This pressure consists of two components, a hydrostatic or base pressure, given by ph = λ and a
component-specific pressure, given by pbc = ∂ΨI

∂φb
, so that for all fluids b,

pb = ph + pbc . (61)
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Also, only the hydrostatic component of pressure acts on the solid, so that for the solid pressure, ps
we can write,

ps = λ = ph. (62)

Thus, we see that the hydrostatic component appears in the stress tensor of all the components in
the mixture, including the solid, whereas pbc appears only in the stresses in fluid components.

In our current model, we will be assuming that all the fluids are equally wetting and that the
pores are perfectly saturated with the liquids. Hence, we assume that capillary effects can be
ignored, so that pbc ≈ 0, which gives,

pb ≈ p = ps, (63)

for b = 2, 3, . . . , N . In other words, we assume that the contribution of hydrostatic pressure (which
acts on the solid as well as all the fluids) in the pore pressure is more significant than the contribution
of the component-specific part. This condition is also achieved when we are considering a mixture
of miscible fluids, for which interfacial fluid-fluid forces are absent.

Substituting Eqs. (49), (55), (60), and (63) into Eq. (26), we get,

ρb

(
∂vb
∂t

+∇xvb · vb
)

= −φb∇xp+
∂Ψb

∂θ
∇xθ + ρbbb + f̂ b, (64)

for all fluid components, b = 2, 3, . . . , N . Similarly, the balance of momentum equation for the solid
and the mixture can be obtained from Eqs. (26), (30), (54a), (56), and (63).

Equilibrium and linearization assumptions: With the definition of pore pressure (Eq. (60)),
the inequality (59) shows that the state given by

∇xθ = 0,

wb = 0, b = 2, 3, . . . , N
(65)

and
pb = 0, b = 2, 3, . . . , N

ps = 0,

}
(with assumption in Eq. (63): p = 0), (66)

corresponds to the state of thermodynamic equilibrium. In the absence of chemical reactions (γ̂b ≡ 0),
this system reduces to that described by Bowen, [21]. A state of equilibrium for a non-reactive
porous medium flow exists simply when the conditions in Eqs. (65) are satisfied, and the additional
constraint in Eq. (66) is essential only when chemical reactions are involved. Thus, the conditions
in Eqs. (65) correspond to the state of thermo-mechanical equilibrium, and the addition of the
constraint in Eq. (66) corresponds to the state of chemo-thermo-mechanical, or thermodynamic
equilibrium of the system.

At the state of thermodynamic equilibrium, we observe that the following conditions are satisfied,

m∗(θ,0,Cs,Gs, φb,db,0) = 0, (67)

f̂
∗
a(θ,0,Cs,Gs, φb,db,0) = 0. (68)

We assume that departures from the equilibrium state are small, so that the linearized assumptions
for m and f̂a presented in [21] hold. We observe that the balance of momentum equations in the

reactive and non-reactive cases are exactly the same, except for the addition of the term −
N∑
a=1

ĉava to

the momentum balance equation for the mixture, as seen from Eq. (30). Also, since the constitutive
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forms of f̂a, and in turn of p̂a as given by Eq. (49) have been evaluated only for a = 2, . . . , N , the
interaction force for the solid, p̂s will be evaluated using the last of Eqs. (29).

We now introduce our final modelling assumption, that all the processes (chemical reactions,
deformations etc.) in our mixture are isothermal. Moreover, we also assume that the mixture is
in thermal equilibrium, which means that all the components in our mixture are at a constant,
uniform temperature θ at all times. Thus, we can disregard the energy equation and the constitutive
restrictions imposed on m.

3.2 Balance of momentum equations

Under the assumptions stated so far, the Eulerian form of momentum balance equations for the
fluids, solid and mixture are given, respectively by,

ρb

(
∂vb
∂t

+∇xvb · vb
)

= −φb∇xp+ ρbbb − φ2
b

µb
κs

(vb − vs), (69a)

ρs

(
∂vs
∂t

+∇xvs · vs
)

= −φs∇xp+ ρsbs +

N∑
b=2

φ2
b

µb
κs

(vb − vs) +∇x ·Te −
N∑
a=1

ĉava (69b)

N∑
a=1

ρa

(
∂va
∂t

+∇xva · va
)

= −∇xp+ ρb +∇x ·Te −
N∑
a=1

ĉava. (69c)

Qausi-static approximation: We are interested in applications wherein the accelerations and
thus, inertia effects are negligible - which we call quasi-static processes. Hence, for such applications,
the momentum conservation equations reduce to,

0 = −φb∇xp+ γbφbbb − φb
µb
κs

vfilb , (70a)

0 = −φs∇xp+ γsφsbs +

N∑
b=2

φb
µb
κs

vfilb +∇x ·Te −
N∑
a=1

ĉava (70b)

0 = −∇xp+∇x ·Te +
N∑
a=1

(γaφaba − ĉava). (70c)

We have used Eqs. (5) and (16) in writing Eqs. (70a) and (70b). Equations (70a)–(70c) can be
written in the ALE framework as,

0 = Js

(
−φbF−T

s ∇Xsp+ γbφbbb − φb
µb
κs

vfilb

)
, (71a)

0 = −JsφsF−T
s ∇Xsp+ Jsγsφsbs + Js

N∑
b=2

φb
µb
κs

vfilb +∇Xs ·Pe − Js
N∑
a=1

ĉa
φa

vfila (71b)

0 = −JsF−T
s ∇Xsp+∇Xs ·Pe + Js

N∑
a=1

(
γaφaba −

ĉa
φa

vfila

)
, (71c)

where Pe = JsT
eF−T
s , the first Piola-Kirchhoff elastic stress tensor. For our analysis, we assume the

free energy of the mixture to be given by,

ΨI = φsWs(Cs, t), (72)
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where Ws is the free energy of the pure solid in the current configuration. Assuming the solid to be
hyper-elastic, Te and Pe are then given by,

Te = 2φsFs
∂Ws

∂Cs
Fs

T, (73)

Pe = 2JsφsFs
∂Ws

∂Cs
. (74)

We model our problem based on the degradation of biopolymers. In particular, we follow the
hydrolytic degradation of polyesters as described in [6] to model our problem. The reduced
hydrolytic degradation reaction as described in [6] involves three constituents: the polymeric solid,
the product of degradation (monomer) and water, which is present in abundance in the system and
acts as a base fluid. Thus, we model our numerical problem as a three-component system comprising
of these three components. We assume the degradation product to have a fluid-like behavior, and
will be referred to as the ‘monomeric fluid’ in the rest of the paper. Following the notation used
so far, the properties pertaining to the solid, monomeric and base fluid will be denoted by the
subscripts s, 2 and 3 respectively.

4 Finite Element Implementation

In this section we present a FEM based numerical framework, based on the reduced mixture theoretic
model derived in the previous section. Also, due to the saturation condition, Eq. (6), the volume
fraction of one of the components in the mixture can be evaluated if the volume fractions of all
other components in the system are known. Hence, we eliminate the base fluid volume fraction, φ3,
from the set of primary variables and for each time step, evaluate φ3 from Eq. (6) and solutions for
φs and φ2. As is customary and for the ease of application of boundary conditions, we resort to the
ALE framework.

4.1 Intial and boundary conditions and ALE strong form

4.1.1 Initial conditions.

The initial conditions for the density and velocity fields are set to

φa(x, 0) = φ0
a(x), us(x, 0) = u0

s(x), vfilb(x, 0) = v0
filb

(x), (75)

for a = s, 2 and b = 2, 3, ∀ x ∈ Ωt. Also, v0
s = dug

s
dt

∣∣
x fixed

.

4.1.2 Boundary conditions.

Referring to Fig. 1, the boundary ∂Ωt is partitioned into subsets (∂Ωt)
D
d and (∂Ωt)

N
d , such that

(∂Ωt)
D
d ∩ (∂Ωt)

N
d = ∅ and (∂Ωt)

D
d ∪ (∂Ωt)

N
d = ∂Ωt, where d = φs, φ2, and us. The superscripts D

and N stand for ‘Dirichlet’ and ‘Neumann,’ respectively. For all t > 0, the following boundary
conditions are then admitted for our problem,

φd(x, t) = φgd(x, t), for x ∈ (∂Ωt)
D
φd
, (76)

us(x, t) = ugs(x, t), for x ∈ (∂Ωt)
D
us
, (77)

Ts(x, t)ns(x, t) = sg(x, t), for x ∈ (∂Ωt)
N
us
, (78)
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where d = s, 2 and where φgd, ugs, and sg are the prescribed volume fractions, solid displacement,
and traction distribution for the solid. The boundary conditions involving the filtration velocity will
be discussed in the next paragraph. Finally, we note that

Ts := −pI + Te (79)

represents the total stress in the mixture. As mentioned earlier, our final formulation is written
in terms of an ALE framework, for which it is essential to pull back all equations and boundary
conditions to the solid reference configuration. In this context, we also partition the boundary
∂Ωs into (∂Ωs)

D
d and (∂Ωs)

N
d , such that these partitions are simply obtained by pulling back

the corresponding partitions (∂Ωt)
D
d and (∂Ωt)

N
d to the solid reference frame. The corresponding

boundary values can then be assigned onto these boundary partitions on the basis of Eqs. (2)
and (3).

Boundary conditions for the filtration velocity: As is well-known (cf., e.g., [29, 30]), equa-
tions like those governing Darcy flow do not support the specification of boundary values for the
filtration velocity. The only control on boundary values of the filtration velocity pertains to its
normal component. Hence, the boundary condition involving the filtration velocity is as follows: for
all t > 0

vfilb · ns = vnfilb
(x, t) for x ∈ (∂Ωs)

Dn
vfilb

, (80)

where (∂Ωs)
Dn
vfilb
∪ (∂Ωs)

N
vfilb

= ∂Ωs, and where vnfilb
is a prescribed scalar function. If the boundary is

impermeable, then vnfilb
= 0. With a slight abuse of terminology, we will still categorize the boundary

condition in Eq. (80) as being a Dirichlet boundary condition limited to the normal component of
the velocity. The weak implementation of Eq. (80) will be discussed in the following section. Finally,
when it comes to the admissible traction boundary conditions pertaining to the filtration velocity
equations, said traction can only act along the normal to the boundary.

Pressure constraint: Similar to incompressible flow problems (cf. [22, 29, 30]), under pure
Dirichlet velocity boundary conditions the pressure field must be constrained in order to obtain a
unique solution (the pressure solution is unique up to an additive constant). We therefore adopt the
following (standard) constraint on the pressure:∫

Ωs

p dΩs = 0. (81)

Thus, two types of boundary conditions are investigated in our work:

1. Dirichlet boundary condition for us on all boundaries along with the above pressure constraint.

2. Neumann boundary condition for the mixture in which the boundary traction shown in
Eq. (78) is prescribed on a part of the domain boundary and a Dirichlet boundary condition
is prescribed on the remaining boundary.

For both the boundary conditions, Eq. (80) for the filtration velocity is enforced on the entire
boundary (i.e. (∂Ωs)

Dn
vfilb
≡ ∂Ωs).
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4.1.3 Strong form, Eulerian framework

In an Eulerian framework, the strong form of the problem we consider is: Given the

• body force fields, bs,b2,b3 : Ωs × [0, T ]→ T d, pure component densities, γs, γ2, γ3 ∈ R+;

• prescribed boundary values, φgs : (∂Ωt)
D
φa

× (0, T ] → [0, 1], φg2 : (∂Ωt)
D
φ2

× (0, T ] → [0, 1],

ugs : (∂Ωt)
D
vs

× (0, T ] → T d, sg : (∂Ωt)
N
vs

× (0, T ] → T d, vnfil2
: (∂Ωt)

Dn
vfil2

× (0, T ] → R,

vnfil3
: (∂Ωt)

Dn
vfil3

× (0, T ]→ R,

• prescribed initial conditions, φ0
s(x) : Ω0 → [0, 1], φ0

2(x) : Ω0 → [0, 1], u0
s(x) : Ω0 → T d,

vfil2(x) : Ω0(x)→ T d, vfil3(x) : Ω0 → T d,

• and constitutive equation for Te, Eq. (73),

find φs : Ωt× (0, T ]→ [0, 1], φ2 : Ωt× (0, T ]→ (0, T ], u0
s : Ωt× (0, T ]→ T d, v0

s : Ωt× (0, T ]→ T d,
vfil1 : Ωt× [0, T ]→ T d, vfil2 : Ωt× (0, T ]→ T d and p : Ωt× (0, T ]→ R (where Ω0 ≡ Ωt|t=0 ≡ Ωt),
such that, ∀ Xs ∈ Ωt and ∀ t ∈ [0, T ], Eqs. (19) and (70a) are satisfied for a = s, 2 and b = 2, 3
along with Eqs. (24), (70c), (6), and the initial conditions (Eqs. (75)) as well as the prescribed
boundary conditions: Eq. (76) and Eq. (80), with either

• Eqs. (78) and (77), or,

• Eq. (77) and the constraint in Eq. (81).

4.1.4 Strong form, ALE framework.

Referring to Eqs. (1), (2), and (3), we define the map χs : Ωs → Ωt, so that we have x = χs(Xs, t),
then the ALE strong form of the problem reads - given the

• body force fields, bs,b2,b3 : Ωs × [0, T ]→ T d, pure component densities, γs, γ2, γ3 ∈ R+;

• prescribed boundary values, φgs : (∂Ωt)
D
φa

× (0, T ] → [0, 1], φg2 : (∂Ωt)
D
φ2

× (0, T ] → [0, 1],

ugs : (∂Ωt)
D
vs

× (0, T ] → T d, sg : (∂Ωt)
N
vs

× (0, T ] → T d, vnfil2
: (∂Ωt)

Dn
vfil2

× (0, T ] → R,

vnfil3
: (∂Ωt)

Dn
vfil3

× (0, T ]→ R,

• prescribed initial conditions, φ0
s(x) : Ω0 → [0, 1], φ0

2(x) : Ω0 → [0, 1], u0
s(x) : Ω0 → T d,

vfil2(x) : Ω0(x)→ T d, vfil3(x) : Ω0 → T d,

• and constitutive equation for Pe, Eq. (74),

find φs : Ωs× (0, T ]→ [0, 1], φ2 : Ωs× (0, T ]→ (0, T ], u0
s : Ωs× (0, T ]→ T d, v0

s : Ωs× (0, T ]→ T d,
vfil1 : Ωs× [0, T ]→ T d, vfil2 : Ωs× (0, T ]→ T d and p : Ωs× (0, T ]→ R (where Ω0 ≡ Ωt|t=0 ≡ Ωs),
such that, ∀ Xs ∈ Ωs and ∀ t ∈ [0, T ], Eqs. (21) and (71a) are satisfied for a = s, 2 and b = 2, 3
along with Eqs. (25), (71c), (6), and the initial conditions (Eqs. (75)) as well as the prescribed
boundary conditions in Eqs. (76) and (80), with either

• Eqs. (78) and (77), or,

• Eq. (77) and the constraint in Eq. (81).
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4.2 Functional settings and weak form

We define the time dependent spaces for the solid displacement, velocities, pressure and volume
fractions as,

Vus = {us
∣∣us ∈ L2(Ωt)

nd ,∇xus ∈ L∞(Ωt)
nd×nd ,us = ugs on (∂Ωt)

D
vs
},

Vvfilb = {vfilb

∣∣vfilb ∈ L
2(Ωt)

nd ,∇x ·vfilb ∈ L
2(Ωt)

nd×nd},
Vp = L2(Ωt),

Vφa = {φa
∣∣φa ∈ (0, 1] ∩ L∞(Ωt),∇xφa ∈ L2(Ωt), φa = φga on (∂Ωt)

D
φa},

(82)

for b = 2, 3, a = s, 1 and nd = 2, 3 is the dimension of the Euclidean vector space. The corresponding
Galerkin-weighting spaces for the variables are then given by,

Vus
w = {us

∣∣us ∈ L2(Ωt)
nd ,∇xus ∈ L∞(Ωt)

nd×nd ,us = 0 on (∂Ωt)
D
vs
},

Vvfilb
w = Vvfilb ,

Vpw = Vp,
Vφaw = {φa

∣∣φa ∈ (0, 1] ∩ L∞(Ωt),∇xφa ∈ L2(Ωt), φa = 0 on (∂Ωt)
D
φa},

(83)

Weak implementation of the boundary conditions for the filtration velocity.

The boundary condition in Eq. (80) was implemented using a modified version of the method of
Lagrange multipliers, as outlined by Babuška in [31]. We introduce an auxiliary boundary variable,

λb ∈ H
1
2 (∂Ωt) and its associated test function, λ̃b ∈ H

1
2 (∂Ωt). The impermeability boundary

condition for vfilb using the method of Lagrange multipliers is then given by,∫
∂Ωt

[
λ̃b(vfilb · n− v

n
filb

) + λb(ṽfilb · n)
]

dΓ = 0, (84)

where n is the unit outward normal to the boundary ∂Ωt. In the ALE framework the condition is
written as, ∫

∂Ωs

[
Jsλ̃b(F

−1
s vfilb · ns − v

ns
filb

) + λb(F
−1
s ṽfilb · n)

]
dΓs = 0, (85)

where ns is the unit outward normal to the boundary ∂Ωs. The expected value of the boundary
field λb will be discussed after the weak formulation is presented.

4.2.1 Weak form in the Eulerian framework.

Given the same data as in the strong formulation, find us ∈ Vus , vfil1 ∈ Vvfil1 , vfil2 ∈ Vvfil2 , p ∈ Vp,
φ2 ∈ Vφ2 and φs ∈ Vφs such that ∀ ũs ∈ Vus

w , ṽfil2 ∈ V
vfil2
w , ṽfil3 ∈ V

vfil3
w , p̃ ∈ Vpw, φ̃2 ∈ Vφ2

w and

φ̃s ∈ Vφsw ,∫
Ωt

[
φ̃2

(
∂tφ2|x +∇x ·vfil2 + φ2∇x ·vs − γ̂2

)
+ φ̃s

(
∂tφs|x + φs∇x ·vs − γ̂s

)]
dΩt = 0 (86)

∫
Ωt

[
ũs ·

(
ĉ2

φ2
vfil2 −

N∑
a=1

φaba

)
− (∇x ·ũs)p+∇xũs : Te

]
dΩt +

∫
(∂Ωt)

N
us

ũs ·
(
pn− sg

)
dΓ = 0, (87)
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−
∫
Ωt

p̃

(
∇x ·(vs + vfil2 + vfil3)−

N∑
a=1

γ̂a

)
dΩt = 0, (88)

∫
Ωt

[
ṽfil2 ·

(
µ2

κs
vfil2 − b2

)
− (∇x ·ṽfil2)p

]
dΩt

+

∫
∂Ωt

[
(ṽfil2 · n)(p+ λ2) + λ̃2(vfil2 · n− vnfil2)

]
dΓ = 0, (89)

∫
Ωt

[
ṽfil3 ·

(
µ3

κs
vfil3 − b3

)
− (∇x ·ṽfil3)p

]
dΩt

+

∫
∂Ωt

[
(ṽfil3 · n)(p+ λ3) + λ̃3(vfil3 · n− vnfil3)

]
dΓ = 0. (90)

As can be seen in Eqs. (90) and (90), the Lagrange multipliers λ2 and λ3 enforcing the boundary
conditions for the filtration velocities have dimensions of pressure. This is not surprising as the
pressure is the work conjugate of the divergence of said velocities. Following the arguments presented
in [31], the expected solution for the λ2 and λ3 is the trivial solution everywhere on ∂Ωt.

4.2.2 Weak form in the ALE framework.

Given the same data as in the ALE strong problem, find us ∈ Vus , vfil1 ∈ Vvfil1 , vfil2 ∈ Vvfil2 ,

p ∈ Vp, φ2 ∈ Vφ2 and φs ∈ Vφs such that ∀ ũs ∈ Vus
w , ṽfil2 ∈ V

vfil2
w , ṽfil3 ∈ V

vfil3
w , p̃ ∈ Vpw, φ̃2 ∈ Vφ2

w

and φ̃s ∈ Vφsw ,∫
Ωs

Js

[
φ̃2 (∂tφ2|Xs + F−T

s :∇Xsvfil2 + φ2F
−T
s :∇Xsvs − γ̂2)

+φ̃s (∂tφs|Xs + φsF
−T
s :∇Xsvs − γ̂s)

]
dΩs = 0, (91)

+

∫
Ωs

[
Jsũs ·

(
−

N∑
a=1

φaba +
ĉ2

φ2
vfil2

)
− Jsp∇Xsũs : F−T

s +∇Xsũs : Pe

]
dΩs

+

∫
(∂Ωs)Nvs

[
JspF

−1
s ũs · ns − sgs

]
dΓs = 0, (92)

−
∫
Ωs

Jsp̃

(
F−T
s :∇Xs(vs + vfil2 + vfil3)−

N∑
a=1

γ̂a

)
dΩs = 0, (93)

+

∫
Ωs

Js

[
ṽfil2 ·

(
µ2

κs
vfil2 − b2

)
−∇Xs ṽfil2 : F−T

s p

]
dΩs

+

∫
∂Ωs

[
λ̃3

(
JsF
−1
s vfil2 · ns − v

ns
fil2

)
)

+ Jsṽfil2 · (p+ λ2)F−T
s ns

]
dΓs = 0,

(94)
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(a) ‖vfil2‖ (b) ‖vfil3‖ (c) ‖p‖

(d) φs (e) φ2 (f) ‖us‖

Figure 2: Manufactured solutions for different variables

+

∫
Ωs

Js

[
ṽfil3 ·

(
µ3

κs
vfil3 − b3

)
−∇Xs ṽfil3 : F−T

s p

]
dΩs

+

∫
∂Ωs

[
λ̃3

(
JsF
−1
s vfil2 · ns − v

ns
fil3

)
)

+ Jsṽfil3 · (p+ λ3)F−T
s ns

]
dΓs = 0.

(95)

Here, sgs is the prescribed traction field on (∂Ω)s, which is related to s as follows

ss = Js||F−T
s ns||s. (96)

Discrete Approximation: We partition the domain Ωs into a triangulation Ωh
s consisting of

cells K, with diameter h. The cells K are chosen to be non-overlapping quadrilaterals in the 2D
case and hexahedrons in the 3D case, which span the spatial domain Ωs. The decomposition of the
boundary ∂Ωs into Neumann and Dirichlet partitions is also followed by the boundary of Ωh

s . The
interpolation functions over K are chosen to be Lagrange polynomials.

5 Numerical Results

The weak formulation derived in the previous section was implemented in a FEM framework, and
the resultant numerical model was studied for accuracy.

5.1 Model numerical problem

For the testing of our numerical scheme, we choose a 2-dimensional square of side length L = 1 m as
the domain Ωs. The elastic response of the solid is chosen as Neo-Hookean, with the solid energy
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Table 1: Parameters

Parameter Value

ms 3× 103 kg/ms2

µ2 1× 10−3 kg/sm
µ3 1.5× 10−3 kg/sm
κs 1× 10−3 m2

Table 2: MS constants

Constant Value

ūs 0.001 m
v̄fil1 0.1 m/s
v̄fil2 0.1 m/s
p̄ 1 Pa

Table 3: φ−constants

Case φ̌2 φ̄2 φ̌s φ̄s

1 0.2 0.1 0.5 0.2
2 0.35 0.15 0.3 0.1
3 0.2 0.1 0.2 0.1

density given by,

Ws(Cs) =
ms

2
(tr(Cs)− 3). (97)

The value of ms is chosen such that the constitutive response of the solid resembles that of bio-
polymers. The viscosities of the fluids were chosen to be of the order of the viscosity of water.
The exact parameter values used in our analysis are given in Table 1. The numerical scheme is
tested using the Method of Manufactured Solutions [32]. The functional forms of different variables
(manufactured solutions) are chosen as,

us = ūs sin

(
2πt

t0

)[
cos

(
2π
x+ y

L

)
ı̂+ sin

(
2π
x− y
L

)
̂

]
, (98)

vfil2 = v̄fil2 cos

(
2πt

t0

)[
sin

(
2π
x2 + y2

L2

)
ı̂+ cos

(
2π
x2 − y2

L2

)
̂

]
, (99)

vfil3 = v̄fil3 cos

(
2πt

t0

)[
cos

(
2π
x2

L2

)
sin

(
2π
y2

L2

)
ı̂+ sin

(
2π
x2 − y2

L2

)
̂

]
, (100)

p = p̄ sin

(
2πt

t0

)
sin

(
2π
x+ y

L

)
, (101)

φ2 = φ̌2 + φ̄2 cos

(
2πt

t0

)
cos

(
2π
x+ y

L

)
, (102)

φs = φ̌s + φ̄s sin

(
2πt

t0

)
sin

(
2π
x+ y

L

)
, (103)

where ı̂ and ̂ are the base vectors of the adopted Cartesian coordinate system. The values chosen
for different constants are given in Table 2. The constants φ̌2, φ̄2, φ̌s and φ̄s are adjusted so as to
cover different phases of degradation. The three combinations of the volume fraction constants used
in our analysis are given in Table 3. Fig. 2 shows representative solution field distributions for all
the variables over the domain Ωs. The solution is obtained using a mesh of size h = L/128, for the
case 2 mentioned in Table 2, at time = 0.7 s. The nature of the solution is qualitatively the same
for all the cases, at all times, and for all refinements levels.

5.2 Solver and mesh specifications

The equations presented in this paper constitute a transient differential-algebraic system, which was
solved in COMSOL Multiphysics®. The weak formulation was studied for stability and convergence
for the two sets of boundary conditions discussed in the previous section. The primary variables
for the numerical study were us,vfil2 ,vfil3 , φs, φ2 and p. The solid velocity, vs was calculated in
a post-processing step, using the kinematic relation: vs = ∂tus

∣∣
Xs

. Implicit time stepping was
implemented by the method of lines [33, 34], using the variable-order variable time step backward
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differentiation formulas (BDF). The order of BDF was constrained between 2 to 5, whereas a
maximum time step size of 1× 10−3 s was imposed. The resultant non-linear system of equations
for every time step was solved using Newton’s method (with no damping). PARDISO ([35–37]) was
chosen as the linear solver for the resultant linear system of equations. The unit square domain was
discretized uniformly into square elements of side length 1/h, for h = 8, 16, 32, 64, 128 m. Piece-wise
Lagrange interpolation polynomials were used for all fields. No additional stabilization technique
has been implemented for the numerical formulation.

5.2.1 Choice of order of interpolation functions.

It was observed that the solvability and accuracy of the unstabilized quasi-static formulation is
dependent on the choice of interpolation order (IO) of the interpolating functions. The numerical
scheme did not provide satisfactory results when pressure was interpolated using an IO equal to
or greater than that of the vector variables. This phenomenon was observed in the fully dynamic
case (the formulation in which the time derivative and convective terms were included in the
momentum balance equations) of non-reactive poro-elastic flow, [22] as well. However, unlike the
quasi-static case presented in their paper, we observe that having equal IO for pressure and vector
fields does not yield convergent solutions to our numerical problem. This condition likely stems
from a Brezzi-Babuška (inf-sup) type condition.

In order to get acceptable numerical results, the IO of pressure interpolation functions was set
to be one less than that of the vector variables (velocities and solid displacement). We choose IOs
of 2 and 3 for the vector variables, and corresponding order of 1 and 2 respectively for pressure.
The IO of the volume fractions was chosen to be either equal to, or less than that of pressure for
each of the above choice of IOs for the rest of the variables. It was observed that having a higher
order for volume fractions did not produce acceptable numerical results. Thus, we will be discussing
three combinations of interpolation polynomials:

• Case O-1: Quadratic polynomials for vector variables, linear for pressure and volume fractions,

• Case O-2: Cubic polynomials for vector variables, quadratic for pressure whereas linear
polynomials for volume fractions,

• Case O-3: Cubic polynomials for vector variables and quadratic elements for pressure as well
as volume fractions.

The IO of the auxiliary boundary variable λb for the implementation of the impermeability boundary
condition for the filtration velocity was chosen to be equal to, or less than the order of vfilb , for b = 2, 3.
Thus, Lagrange linear and quadratic IOs were chosen for λb for case O-1 and linear, quadratic and
cubic polynomials for cases O-2 and O-3. We would also like to mention that acceptable results were
not obtained when linear interpolation polynomials were used for λb while using cubic polynomials
for filtration velocities (cases O-2 and O-3). However, exact same convergence rates were obtained
using either quadratic or cubic polynomials for λb for cases O-2 and O-3. Similarly, the convergence
rates obtained using either linear or quadratic polynomials for case O-1 were exactly the same.
Hence, we arbitrarily choose to report the results for linear λb interpolation polynomials for case
O-1 and quadratic for case O-2 and O-3.

5.3 Formulation results

We now present results of our FEM implementation of the 2D Manufactured Solution problem
discussed earlier. The simulations were run for the parameters and constants discussed in Tables 1
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Figure 3: L2 and H1 error norms for case 1 in Table 3, for cases O-1, O-2 and O-3 (from top to
bottom respectively.), for the weak formulation along with Neumann boundary condition for us

and 2 and the three cases described in Table 3. We observed that even without any stabilization,
the numerical scheme did not produce any numerical instabilities for these parameter values.

Similar convergence rates were obtained for both the sets of boundary conditions (Neumann
boundary condition for us; and global constraint on pressure along with pure Dirichlet boundary
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Figure 4: L2 and H1 error norms for case 2 in Table 3, for cases O-1, O-2 and O-3 (from top to
bottom respectively.), for the weak formulation along with Neumann boundary condition for us

conditions for us), with the impermeability condition implemented using the method of Lagrange
multipliers. We first present the results for the ‘Neumann boundary condition for us’ case. Results
for convergence rates are given in Figs. 3, 4 and 5 for the three cases mentioned in Table 3.

Convergence results are presented in terms of the logarithms of both the L2 norm and the H1
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Figure 5: L2 and H1 error norms for case 3 in Table 3, for cases O-1, O-2 and O-3 (from top to
bottom respectively.), for the weak formulation along with Neumann boundary condition for us

semi-norm of all the quantities determined in the solution. Such results are presented as ‘empirical
evidence’ collected in the numerical experiments. This said, by reporting convergence in the H1

norm we do not mean to suggest that said norm is controlled by the data of the problem for all of
the quantities at hand. Proper expectations on the various fields comprising the problem have been
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Figure 6: L2 and H1 error norms for case 1 in Table 3, for cases O-1 and O-2 (top and bottom
respectively.), for the weak formulation along with pure Dirichlet boundary condition on all
boundaries for us and the global integration constraint on p.

stated in the choice of their respective functional spaces. Hence, for example, the filtration velocities
are only expected to converge in the L2 norm and H(div) semi-norm. Clearly, if the numerically
observed data show convergence in the H1 semi-norm, H(div) convergence is implied.

The convergence behavior of the numerical scheme is observed to be similar at different times.
Hence, without loss of generality, the norms have been reported at t = 0.3 s. For all the three cases,
we observe that near-constant convergence rate of about 2 was obtained for the L2 error norms for
both the filtration velocities, irrespective of the order of interpolation functions. Similarly, the L2

and H1 error norms for pressure approach optimum values of 3 and 2 respectively for the cases O-1
and O-2. These results are comparable with the ‘quasi-static’ formulation case in the non-reactive
flow through poro-elastic solid study presented in [22].

The L2 error norm for solid displacement is seen to be above 2.5 in cases O-1 and O-2 for all
ranges of volume fractions, whereas the H1 error norm is above 2 in these cases. Solid velocity
achieves optimum L2 norm of about 3 in cases O-1 and O-2 as well. In case of O-3, we observe a
relatively erratic behavior of the error norms of solid displacement at higher resolutions.

The two additional scalar fields with respect to the non-degrading poro-elastic case, namely the
volume fractions, were seen to have optimal L2 convergence rates of about 2 for the combination of
interpolation polynomials given by cases O-1 and O-2. However, in the case of O-3, the behaviour
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of the L2 error norm is unacceptable for higher resolutions. Thus, linear Lagrange polynomials
seem to be the best choice for the volume fraction fields, along with the choice of shape functions
discussed earlier for pressure and vector fields.

A point worth mentioning is that the numerical solver failed to convergence when the solid
volume fraction went above a value of about 0.85 or below 0.1. We would like to note, however,
that the case when the solid volume fraction is extremely low (0.1 or less), would correspond to a
physical scenario in which most of the solid has already degraded, thus leading to a loss of its initial
porous structure. Under these circumstances, we expect that the constitutive equations for Pe and
Ws described earlier will cease to describe the elastic behaviour of the solid accurately, since the
‘amount’ of solid will be too low in the mixture. The failure of the numerical scheme to converge at
very high volume fractions of the solid were also observed in the case of non-degrading mixture of
solid and single fluid in [22].

As mentioned earlier, similar tests were also conducted using the Method of Manufactured
solutions for the second boundary condition, viz. Dirichlet boundary condition for us and the global
constraint on pressure. The convergence rates are similar to those obtained in the case of Neumann
boundary condition for us. Hence, to avoid repetition, we choose to report the results for just one
representative case (case 1) for the ‘Dirichlet boundary condition for us’ case. The results are shown
in Fig. 6.

We also conducted some numerical experiments to study the effect of relative magnitude of the
filtration velocities with respect to the solid velocity (or displacement) on the numerical outcome.
The solid displacement amplitude, ūs was held constant at 0.01 m, while the amplitudes of both the
filtration velocities v̄fil2 and v̄fil3 were identically varied. No changes were made to the rest of the
variable amplitudes. The numerical scheme failed to converge for v̄fil2 and v̄fil3 values of 1 m/s and
higher. For such high values of filtration velocities, it would be more appropriate to use the full
dynamic formulation (cf. Eq. (26)) along with a suitable stabilization scheme. This is beyond the
scope of this paper and would be the focus of our future work.

6 Conclusions

A mixture theoretic formulation for the study of degradation of a poro-elastic solid immersed in
a base fluid is derived. Our transient 3-component system consists of the solid, the product of
degradation known as the monomeric fluid, and the base fluid. The solid is embedded in the
base fluid, which also initiates the hydrolytic degradation reaction of the solid. The product of
degradation reaction remains in the system, and is expected to affect the rate of degradation as
well. The constitutive equations for the three component system are derived in accordance with
the principals of continuum mixture theory, so as to satisfy the second law of thermodynamics
for the mixture. The model is easily extendable to include more number of fluids, or reaction
products as well. The equations are applicable for flow of multiple incompressible Newtonian
fluids flowing through a degrading incompressible poro-elastic solid. The simplified, filtration
velocity-based, quasi-static ALE formulation was implemented into an FEM based numerical model.
The formulation was studied for stability and convergence rates using the method of manufactured
solutions. The numerical model is stable over a wide range of practically relevant values of filtration
and solid velocities, without any additional stabilization. Future work will focus on implementing
the full analytic model, including the convection terms into a numerical model, with the possibility
of including stabilization for the fully dynamic case. The eventual goal is to apply the model to
studies pertaining to real bio-degradable scaffold materials like CUPE when inserted at real target
cites.
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